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General Introduction

The hazard due to induced earthquakes is presented by the ground motion to which buildings and people
are subjected. Therefore the prediction of ground motion resulting from earthquakes in the Groningen
area induced by the production of gas is critical.

This research was started in 2012 and is continuing with ever more ground motion data from Groningen
earthquakes being collected. The GMPE methodology is therefore updated regularly and progress is
documented accordingly. In the Technical Addendum to Winningsplan 2013, a Ground Motion Prediction
methodology based on a catalogue of tectonic earthquakes in southern Europe was presented. In order
not to understate possible ground motions a conservative approach was used as a starting point.
Generally speaking by gathering more and better data, predicted ground motions are inherently more
likely to be adjusted downwards than upwards in the future.

In an earlier report “Development of GMPEs for Response Spectral Accelerations and for Strong-Motion
Durations (Version 1)” the May 2015 status of this research was documented. This current document
presents version 2 of the of the GMPE methodology of November 2015. The report describes an update
of the Ground Motion Prediction methodology tailored to the Groningen situation. This update has in
general led to a downward adjustment of assessed ground motions for larger earthquakes, resulting in a
reduction of the assessed hazard.

A further update of the GMPE is in preparation to be reported mid-2016. This will in more detail include
the results of measurements of the site response carried out in 2015.



NAM has assembled a team of experts in the field of GMPE to prepare a methodology for assessing ground
motions, due to the induced earthquakes in the Groningen area. This team is led by Julian Bommer and

consists of academics from various universities and knowledge institutes.

Main members of this team are:

External Expert

Affiliation

Main Expertise Area

Julian Bommer

Independent
Consultant, London

Ground Motion Prediction and Site
Response

Ben Edwards

University Liverpool

Ground Motion Prediction

Michail Ntinalexis

Independent Consultant

Ground Motion Prediction

Barbara Polidoro

Independent
Consultant, London

Ground Motion Prediction

Adrian Rodriguez -
Marek

Virginia Tech, USA

Site Response Assessment

Istanbul

Peter Stafford Imperial College Ground Motion Prediction
London
Sinan Akkar Bogazici, University Ground Motion Prediction

Pauline Kruiver

Deltares

Site Response Assessment

Piet Meijers

Deltares

Site Response Assessment

The research was done in close cooperation with experts from KNMI. Valuable comments from Bernard

Dost (KNMI) have been incorporated in this report.

The studies into the ground motion prediction methodology were reviewed by a team of academics and
experts from various universities. The team consisted of the following experts.

External Expert

Affiliation

Main Expertise Area

Gail Atkinson

Western University,
Ontario, Canada

Ground Motion Prediction

Hilmar Bungum

NORSAR, Norway

Ground Motion Prediction

Fabrice Cotton

GFZ Potsdam,
Germany

Ground Motion Prediction

John Douglas

University of
Strathclyde, UK

Ground Motion Prediction

Jonathan Stewart

UCLA, California, USA

Ground Motion Prediction

lvan Wong

AECOM, Oakland, USA

Ground Motion Prediction

Bob Youngs

AMEC, Oakland, USA

Ground Motion Prediction

The team met in October 2015 in London to discuss progress and further development of the GMPE

methodology.




Reports describing progress of Ground Motion Prediction Methodology:

1 NAM, Technical Addendum Winningsplan 2013 — November 2013.

2 Julian Bommer and GMPE Team, Development of GMPEs for Response Spectral Accelerations and for
Strong-Motion Durations (Version 1), May 2015

3 Julian Bommer and GMPE Team, Development of Version 2 GMPEs for Response Spectral Accelerations and

Significant Durations from Induced Earthquakes in the Groningen Field, November 2015
Reports describing studies supporting the Ground Motion Prediction Methodology:

1 Deltares, Geological schematisation of the shallow subsurface of Groningen. For site response to
earthquakes for the Groningen gas field (three documents).
2 Erik Meijles (Rijksuniversiteit Groningen), De ondergrond van Groningen: een geologische geschiedenis.

These reports are also available at the study reports page (‘onderzoeksrapporten’) of the website

www.namplatform.nl.
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Executive Summary

The V2 ground-motion prediction equations (GMPEs) for the Groningen field predict
response spectral accelerations across the gas field and within the 5 km buffer area
surrounding the field that collectively form the region for the seismic hazard and risk
assessment. The ground-motion model comprises GMPEs for the prediction of
accelerations at the base of the Upper North Sea formation (NU_B), which is the reference
rock horizon, and a zonation in which non-linear site amplification factors are defined relative
to the motions at the NU_B level. The model also includes equations for the prediction of
the significant duration of the ground shaking, conditional on the spectral acceleration.

The first element of the GMPEs predicts median values of geometric mean horizontal

response spectral accelerations, Sa, (in units of cm/s?) at 16 oscillator periods, T. The
functional form of the equations for motions at the NU_B reference rock horizon is:

In[Sa, (T)]=c, +¢,M +¢,(M —4.5)° +g(R) M <45 (ES.1a)

In[Sa, (T)] = ¢, +C,M + ¢, (M —4.5) + g(R) M >4.5 (ES.1b)

The distance, R (km), is defined as a function of epicentral distance, Repi, and a magnitude-
dependent near-source distance saturation term:

R=./RZ, +h(M)2 (ES.2)

and the near-source saturation term is given by the following equation in all cases:

h(M) = exp(0.423318M —0.608279) (ES.3)

The distance-dependent terms are segmented into four ranges of R:

g(R) =c, In(R) R<r, (ES.4a)

g(R)=c4In(ra)+c4aln(rB r,<R<r (ES.4b)

g(R) =c, In(r,) +¢c,, In(:— +Cy In(rﬂj L <R<T, (ES.4c)
a b

g(R)=c,In(r,)+c,, In(:—b +Cyy In(:—Cj+c4c In[rﬂj R>r, (ES.4d)
a b c

The distances defining the different segments are as follows:

r,=~7?-3 (ES.5a)



r =122 -3 (ES.5b)
r.=+25"-3° (ES.5¢)

There are three versions of the median model—Ilower, central and upper—corresponding to
three different models for the median stress drop. The coefficients of Egs.(ES.1) and (ES.4)
are listed in Tables ES.1-ES.3, and also provided electronically in the supplementary Excel
file: V2_GMPEs_date.xIsx.

Using Egs.(ES.1) to (ES.5) the median spectral acceleration, Say, at each of the 16 target
periods can be calculated, using the coefficients in Tables ES.1 to ES.3. The complete
calculation of the spectral accelerations at the NU_B reference rock horizon also requires
sampling the aleatory variability, which has several elements; the equation is shown here
without the (T) indicating response period since all elements of the model are defined period-
by-period:

In(SaNU_B,arb) = In(sa,,) + 8T+ &5 (fos +00) + 6.0 (ES.6)

In(Say, 5eu)=In(Sa,)+&c7+ & (dss +09) (ES.7)

where Sanu Bab and Sanu scem are the arbitrary and geometric mean components of
horizontal motion, to be used in the risk and the hazard calculations respectively; ¢, is a

random sample from the normal distribution for each earthquake, &5 is a random sample
from the normal distribution for each site, and ¢é; is a random sample from the normal

distribution for each location; it is assumed that &5 and &:. are entirely uncorrelated. The

values of 7, @, and O¢,c are in Table ES.4.

Table ES.1. Coefficients of the lower model

T (s) C1 C2 Cs C3a Cq Csa Cap Cac
0.01 | 0.109814 | 1.18928 -0.2262 -0.09761 | -1.76074 | -0.40011 -2.3041 -1.81431
0.1 0.946105 | 1.131886 | -0.1465 -0.08741 | -1.80353 | -0.53834 -2.5332 -2.06718
0.2 1.395916 | 1.017826 | -0.24373 | -0.04957 | -1.51587 | -0.47299 | -2.37385 | -2.12964
0.3 1.209262 | 1.014554 | -0.36141 | -0.04434 -1.3983 -0.40524 | -2.23346 | -1.89373
04 0.957899 | 1.050353 | -0.44786 | -0.05556 | -1.32835 | -0.36476 | -2.15757 | -1.74098
0.5 0.461128 | 1.117279 | -0.50058 | -0.07867 | -1.28697 | -0.33453 | -2.10876 | -1.63472
0.6 -0.26982 | 1.208317 | -0.52492 | -0.11009 | -1.26841 | -0.30779 | -2.07409 | -1.55541
0.7 -0.99959 | 1.314239 | -0.53294 | -0.14737 | -1.26257 | -0.28292 | -2.04768 | -1.49273
0.85 -1.94632 | 1.470465 | -0.5266 -0.20257 | -1.26476 | -0.25247 | -2.01997 | -1.42568
1 -2.85758 | 1.629383 | -0.50131 | -0.25731 -1.2813 -0.22642 | -2.00093 | -1.37589
1.5 -5.12076 | 2.071045 | -0.39885 | -0.40282 | -1.31893 | -0.17606 | -1.96296 | -1.27436
2 -6.79118 | 2.379842 | -0.29235 | -0.48582 | -1.35857 | -0.15524 | -1.94786 | -1.22371
2.5 -8.06116 | 2.562726 | -0.19956 | -0.50607 | -1.44554 | -0.14964 | -1.95333 -1.2064
3 -8.99662 | 2.70147 | -0.13234 | -0.50813 | -1.49057 | -0.15149 | -1.95771 | -1.19703
4 -10.2997 | 2.895223 | -0.0429 -0.49008 | -1.50244 | -0.15662 | -1.95938 | -1.18789
5 -11.1275 | 3.00163 | 0.008789 | -0.45468 -1.4759 -0.15965 | -1.95566 | -1.18621

iv




Table ES.2. Coefficients of the central model

T(s) C1 C2 C3 C3a C4 C4a Cap Cac
0.01 | 0.490759 | 1.289798 | -0.26723 | -0.11245 | -1.82121 | -0.42537 | -2.34672 | -1.88538
0.1 | 1516608 | 1.189682 | -0.18504 | -0.08694 | -1.84137 | -0.56502 | -2.57456 | -2.16914
0.2 |1.980877 | 1.058019 | -0.34117 | -0.045 | -1.51518 | -0.49349 | -2.38909 | -2.17046
0.3 | 1.531262 | 1.105582 | -0.46354 | -0.06252 | -1.39508 | -0.41835 | -2.24683 | -1.91583
0.4 | 0.972248 | 1.202062 | -0.53114 | -0.0998 | -1.32534 | -0.37184 | -2.16988 | -1.75591
0.5 |0.194881 | 1.32448 | -0.55637 | -0.14527 | -1.2869 | -0.33669 | -2.12089 | -1.64709
0.6 | -0.76825 | 1.461856 | -0.55119 | -0.19356 | -1.27536 | -0.30585 | -2.08673 | -1.56741
0.7 | -1.69932 | 1.608117 | -0.52966 | -0.24393 | -1.27881 | -0.27743 | -2.06094 | -1.50456
0.85 | -2.87048 | 1.808749 | -0.48682 | -0.31096 | -1.29416 | -0.24341 | -2.03361 | -1.43685
1 -3.92479 | 1.994758 | -0.43355 | -0.36884 | -1.32276 | -0.21625 | -2.01476 | -1.38699
1.5 | -6.38636 | 2.464976 | -0.28091 | -0.49898 | -1.38146 | -0.16927 | -1.97542 | -1.284
2 -7.95338 | 2.739589 | -0.16998 | -0.54476 | -1.42915 | -0.15626 | -1.96009 | -1.23455
25 | -8.91454 | 2.848895 | -0.10561 | -0.51852 | -1.52008 | -0.16125 | -1.96734 | -1.22251
3 -9.58158 | 2.922099 | -0.06568 | -0.48143 | -1.56462 | -0.17006 | -1.97334 | -1.21692
4 -10.4741 | 3.014683 | -0.01932 | -0.40673 | -1.57522 | -0.17991 | -1.97779 | -1.21252
5 -11.0116 | 3.050216 | 0.001003 | -0.33716 | -1.54808 | -0.1818 | -1.97617 | -1.21403
Table ES.3. Coefficients of the higher model
T(s) C1 C2 C3 C3a C4 C4a Cab Cac
0.01 | -0.25612 | 1.609903 | -0.28536 | -0.22324 | -1.8288 | -0.45491 | -2.38222 | -1.93922
0.1 | 0.976817 | 1.470684 | -0.23334 | -0.18656 | -1.84069 | -0.59382 | -2.61349 | -2.24319
0.2 | 1.262278 | 1.374449 | -0.37738 | -0.16481 | -1.51082 | -0.50315 | -2.40895 | -2.20521
0.3 | 0517515 | 1.479449 | -0.46186 | -0.20465 | -1.39345 | -0.42009 | -2.26459 | -1.93394
0.4 | -0.29847 | 1.624274 | -0.49279 | -0.25809 | -1.32512 | -0.36896 | -2.18582 | -1.76771
0.5 | -1.26553 | 1.780391 | -0.48785 | -0.31169 | -1.28771 | -0.33159 | -2.13536 | -1.65678
0.6 | -2.35046 | 1.937092 | -0.4599 | -0.36059 | -1.27775 | -0.30004 | -2.10018 | -1.5769
0.7 | -3.36234 | 2.094027 | -0.42015 | -0.40667 | -1.28347 | -0.27197 | -2.07315 | -1.51393
0.85 | -4.59102 | 2.298136 | -0.35903 | -0.46202 | -1.30236 | -0.23922 | -2.04384 | -1.44572
1 -5.63322 | 2.47352 | -0.29714 | -0.50205 | -1.33458 | -0.21468 | -2.02319 | -1.39578
1.5 | -7.89705 | 2.879205 | -0.14464 | -0.56702 | -1.40062 | -0.17668 | -1.97891 | -1.29118
2 -9.14424 | 3.070818 | -0.0601 | -0.55399 | -1.45198 | -0.17212 | -1.96241 | -1.24231
25 | -9.75364 | 3.09789 | -0.03488 | -0.48498 | -1.5446 | -0.18739 | -1.97259 | -1.2345
3 -10.145 | 3.105677 | -0.02626 | -0.41758 | -1.58858 | -0.20205 | -1.98173 | -1.23247
4 -10.6554 | 3.106824 | -0.02324 | -0.30727 | -1.59865 | -0.21391 | -1.99146 | -1.23281
5 -10.965 | 3.088108 | -0.02927 | -0.22469 | -1.57129 | -0.21323 | -1.9933 | -1.23771
Table ES.4. Elements of aleatory variability in Egs.(ES.6) and (ES.7)
Period T
(seconds) fs Tcac
Lower Central Upper Lower Central Upper
0.01 0.3185 0.2758 0.2012 0.38 0.45 0.52 0.267
0.1 0.3353 0.2778 0.2075 0.38 0.45 0.52 0.240
0.2 0.3597 0.2913 0.2422 0.38 0.45 0.52 0.277
0.3 0.3804 0.3204 0.3001 0.38 0.45 0.52 0.321
0.4 0.3960 0.3561 0.3548 0.38 0.45 0.52 0.293
0.5 0.4075 0.3874 0.3935 0.38 0.45 0.52 0.309
0.6 0.4160 0.4103 0.4182 0.38 0.45 0.52 0.303
0.7 0.4225 0.4257 0.4336 0.38 0.45 0.52 0.319
0.85 0.4295 0.4397 0.4469 0.38 0.45 0.52 0.331
1.0 0.4344 0.4474 0.4540 0.38 0.45 0.52 0.342
1.5 0.4432 0.4568 0.4628 0.38 0.45 0.52 0.416
2.0 0.4472 0.4591 0.4651 0.38 0.45 0.52 0.416
2.5 0.4493 0.4600 0.4659 0.38 0.45 0.52 0.416
3.0 0.4506 0.4604 0.4663 0.38 0.45 0.52 0.416
4.0 0.4521 0.4607 0.4666 0.38 0.45 0.52 0.416
5.0 0.4528 0.4608 0.4667 0.38 0.45 0.52 0.416




The term s in Egs.(ES.6) and (ES.7) is defined by the following series of equations:
z
o0¢ = SF.w M >4 and R,;>0 (ES.8a)
0z
S¢=0 M <4 or R, =0 (ES.8b)

where SF is the magnitude-dependent scaling factor, expressed as follows:
SF = (M -4) + ,(M - 4)* (ES.9)

and ¢[ | is the normal probability density function, which is given by the following
expression:

p(2) = %exp(_—zﬂ (ES.10)

The argument of this expression is given by:

g = NRe) = 4t (ES.11)
Oz
and the parameters of this expression are given by:
1, = B+ B, (M —6.75) + (M —6.75) (ES.12)
o, = f; (ES.13)

The coefficients of these equations are provided in Tables ES.5 and ES.6.

Table ES.5. Coefficients of Egs.(ES.9)

Period (s) s s
0.01 0.20370 0.07357
0.1 0.20117 0.09277
0.2 0.20280 0.08043
0.3 0.20486 0.06478
0.4 0.20671 0.05081
0.5 0.20751 0.04468
0.6 0.20847 0.03742
0.7 0.20939 0.03044
0.85 0.21039 0.02286
1.0 0.21102 0.01808
1.5 0.21208 0.01001
2.0 0.21273 0.00508
2.5 0.213084 0.00243
3.0 0.21325 0.00117
4.0 0.21370 -0.00228
5.0 0.21416 -0.00573

vi



Table ES.6. Coefficients of Eqs.(ES.12) and (ES.13)

s Pa s B

3.394377 0.710239 0.0909 1.03011

The complete model for the NU_B motions is as defined in Egs.(ES.1) to (ES.5) and (ES.6)
and (ES.7), depending on whether being applied to risk or hazard calculations; the three
branches of the logic-tree for the NU_B motions are defined by the combinations and
weights indicated in Table ES.7.

Table ES.7. Ground-motion logic-tree branches for NU_B motions

Model Median T ¢ Weight
Coefficients $

Lower Table ES.1 Table ES.4 (lower) Table ES.4 (lower) 0.2

Central Table ES.2 Table ES.4 (central) Table ES.4 (central) 0.5

Upper Table ES.3 Table ES.4 (upper) Table ES.4 (upper) 0.3

The coefficients of the median equations and all the components of the variability model at
the NU_B horizon are presented in the Excel file V2_GMPEs_date.xIsx.

At any given location, the surface motions are given by the following equation when
calculating seismic risk:

In(Sa,,) ={In(Sa,) + &7 + &5 (¢ss +I9) + £cOcoct+ IN(AF)) + £, 655, (ES.14)
and this equation when calculating seismic hazard:
In(Sag, ) ={In(Sa, ) + &7+ &5 (¢ss + 0P)}+ IN(AF) ) + &, 65, (ES.15)

where AF; is the amplification function for spectral acceleration at the target period in the j
zone; ¢stj is the site-to-site variability in the j" zone, and &, is a random sample from the

normal distribution. The field is divided into 167 zones, and each of the 140,821 grid squares
of 100 m x 100 m is assigned to one of these zones. The zonations are provided in the Excel
file V2_Site Response Zonations_ date.xlsx, which contains the following information:
(X,Y) coordinates, in the Dutch RD system, of the centre of the grid square and the zone
identifier (4 digit integer). For each zone and each response period, the amplification factor
is given by the following equation:

(ES.16)

Sa + f
In(AF) = f, + f, |n[—N“—B'g 3j

3

where Sanu B,g iS obtained from Eq.(ES.6) or (ES.7) but expressed here in units of g, the
acceleration due to gravity (9.807 m/s?), rather than cm/s2. The surface acceleration then
Vil



requires the addition of the random sample from the site-to-site variability, ¢s,s. For each

zone and each response period, the value of this sigma component is defined as a function
of the value of Sanu g, as illustrated in Figure ES.1. If the resulting value is ever smaller than
0.2, it should be constrained to this minimum value.

»
>

Sa (T) Say(T) In[Sa(T)]

Figure ES.1. Schematic illustration of the parameters defining ¢523 , in which the subscript L and H

indicate the low and high values; the acceleration on the x-axis is the spectral acceleration
obtained applying Eq.(ES.6) or (ES.7) at the same response period for which the surface motion is
required

The amplification factors are subject to both upper and lower limits, AFmax and AFmin, and
should be constrained to the specified values if they exceed them. The coefficients f1, f2 and
f3 of Eq.(ES.16) for the 2,672 combinations of site amplification zone and response period
are listed in the Excel file V2_Site Amp Functions_date.xIsx .The file also provides the
values of AFmax and AFmin, and the four values defining the site-to-site variability, as

illustrated in Figure ES.1: Sai, ¥s,5 , San, P54 ; as noted earlier, fs,s > 0.2.

The calculated values of AF using Eq.(ES.16), the tabulated coefficients and the sampling
of 5,5 are then applied to the spectral acceleration at the reference rock horizon, Sanu g,
as calculated from EqQ.(ES.6) or (ES.7).

For the risk calculations, values of Sa(T) calculated at a given location for different periods,
T, must account for the period-to-period correlations of the residuals. The correlation
coefficients, which should be applied to all the components of variability, are provided in
Table ES.8 and also in the Excel file V2_Period2Period correlations_date.xIxs. In the

table below the values are provided only for periods up to 4 seconds; at 5 seconds, the same
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coefficients are assumed to apply as at 4 seconds; the complete set of values is provided in
the Excel file.

Table ES.8. Period-to-period correlation matrix for residuals of spectral accelerations

T(s) 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.85 1 1.5 2 2.5 3 4

0.01 1.000 | 0.935 | 0.897 | 0.831 | 0.774 | 0.721 | 0.670 | 0.633 | 0.587 | 0.542 | 0.468 | 0.460 | 0.441 | 0.409 | 0.328

0.1 0.935 | 1.000 | 0.864 | 0.730 | 0.647 | 0.572 | 0.510 | 0.468 | 0.421 | 0.379 | 0.318 | 0.321 | 0.306 | 0.286 | 0.246

0.2 0.897 | 0.864 | 1.000 | 0.883 | 0.789 | 0.709 | 0.637 | 0.587 | 0.524 | 0.472 | 0.373 | 0.355 | 0.337 | 0.321 | 0.267

0.3 0.831 | 0.730 | 0.883 | 1.000 | 0.922 | 0.841 | 0.773 | 0.721 | 0.661 | 0.607 | 0.485 | 0.453 | 0.431 | 0.400 | 0.307

0.4 0.774 | 0.647 | 0.789 | 0.922 | 1.000 | 0.937 | 0.871 | 0.821 | 0.761 | 0.706 | 0.575 | 0.529 | 0.505 | 0.467 | 0.355

0.5 0.721 | 0.572 | 0.709 | 0.841 | 0.937 | 1.000 | 0.954 | 0.905 | 0.845 | 0.793 | 0.665 | 0.615 | 0.592 | 0.547 | 0.425

0.6 0.670 | 0.510 | 0.637 | 0.773 | 0.871 | 0.954 | 1.000 | 0.964 | 0.912 | 0.863 | 0.738 | 0.684 | 0.657 | 0.603 | 0.493

0.7 0.633 | 0.468 | 0.587 | 0.721 | 0.821 | 0.905 | 0.964 | 1.000 | 0.957 | 0.908 | 0.786 | 0.725 | 0.696 | 0.632 | 0.517

0.85 | 0.587 | 0.421 | 0.524 | 0.661 | 0.761 | 0.845 | 0.912 | 0.957 | 1.000 | 0.966 | 0.847 | 0.786 | 0.753 | 0.694 | 0.576

1 0.542 | 0.379 | 0.472 | 0.607 | 0.706 | 0.793 | 0.863 | 0.908 | 0.966 | 1.000 | 0.905 | 0.843 | 0.811 | 0.752 | 0.635

15 0.468 | 0.318 | 0.373 | 0.485 | 0.575 | 0.665 | 0.738 | 0.786 | 0.847 | 0.905 | 1.000 | 0.941 | 0.907 | 0.855 | 0.735

2 0.460 | 0.321 | 0.355 | 0.453 | 0.529 | 0.615 | 0.684 | 0.725 | 0.786 | 0.843 | 0.941 | 1.000 | 0.968 | 0.914 | 0.799

2.5 0.441 | 0.306 | 0.337 | 0.431 | 0.505 | 0.592 | 0.657 | 0.696 | 0.753 | 0.811 | 0.907 | 0.968 | 1.000 | 0.958 | 0.863

3 0.409 | 0.286 | 0.321 | 0.400 | 0.467 | 0.547 | 0.603 | 0.632 | 0.694 | 0.752 | 0.855 | 0.914 | 0.958 | 1.000 | 0.931

4 0.328 | 0.246 | 0.267 | 0.307 | 0.355 | 0.425 | 0.493 | 0.517 | 0.576 | 0.635 | 0.735 | 0.799 | 0.863 | 0.931 | 1.000

The median duration of the motion, Dss75 (in seconds), is predicted by the following
equations:

In(Dg5 5) = In[Fe (M, Ac)]+ F, (Ryy) + Fs (V) (ES.17)

The first term is given by the following expression, in which » = Ac /100, where the stress

parameter, Ao, is expressed in bar:
-1

F. = max[0.014374y * exp(0.85093M),1.0] (ES.18)

Eq.(ES.18) should be evaluated using three different values of the stress parameter to yield
three different models for the duration, as per Table ES.9.

Table ES.9. Stress parameters for duration models in Eq.(ES.18)

Model Ao (bar)

Lower 10

Central 30

Upper M=25, 30 ‘ linear interpolation of log( Ac") ‘ M= 4.5, 100

The path scaling is defined by:

Fp =0.72985In,/R2, +1.706% —0.38985 (ES.19)

Finally, the site term is:



F = —0.2246In[

min(vsgo,vl)]

ref

(ES.20)

where V1 is 600 m/s, Vrwetis 368.2 m/s, and Vsao is the representative value of the average
30-m shear-wave velocity in each zone, given in Excel file V2_Vs30 zonation_date.xIsx.

The inter-event standard deviation of the duration model is 0.2 and the intra-event standard
deviation is 0.6136, and a total sigma, therefore, of 0.6454. The total epsilon sampled for
the duration should be conditional on the total epsilon sampled for the spectral acceleration
using the correlation coefficients in Tables ES.10; these correlation coefficients are also
provided in the Excel file V2_GMPEs_date.xIsx. The epsilon to be sampled on the duration
is simply the total epsilon on the spectral accdeleration multiplied by the corresponding value
from Table ES.10.

Table ES.10. Correlation coefficients for total residuals of duration and Sa(T)

T[s]|0.01

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.85

1

15

2

2.5

3

p |-0.45

-0.39

-0.39

-0.39

-0.33

-0.28

-0.24

-0.21

-0.17

-0.13

-0.05

-0.01

0.02

0.05

0.09

0.12
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1. INTRODUCTION

Gas production in the Groningen field in the northern Netherlands is inducing earthquakes,
the largest of which to date was the magnitude 3.6 Huizinge event of August 2012. In
response to the induced seismicity, NAM is developing a comprehensive seismic hazard and
risk model for the region—which comprises the entire gas field plus a 5 km buffer zone
onshore—in order to ascertain the threat to local inhabitants and to design, where necessary,
appropriate remedial measures to reduce the risk to acceptable levels.

1.1. Purpose and applications of the GMPEs

The primary objective of the NAM study is currently the development of a risk model that
characterises the threat from induced earthquakes to the exposed population in terms of the
probabilities of earthquake-induced damage to buildings leading to injury or death. This
requires comprehensive modelling of the sequence of steps from production-induced
compaction of the gas reservoir through to estimated damage levels in the exposed buildings
and the consequent effects on their inhabitants. In broad terms, the risk model, spanning the
entire process from production scenarios to casualty estimates, may be viewed as illustrated
in Figure 1.1. The first part of the model predicts possible seismicity patterns in terms of the
expected numbers and locations of earthquakes of different magnitudes in a given production
period. The impact of these potential earthquakes on people is estimated via a model that
combines the exposure model (in effect, a database of the building stock), fragility functions
for each building type that define the probability of reaching or exceeding a defined damage
state under different levels of shaking, and casualty functions that specify the probability of
injury to inhabitants within a building experiencing that damage state. The seismicity model
is linked to the fragility-casualty models via a ground-motion prediction equation (GMPE),
which predicts distributions of specified ground-motion parameters as a function of
parameters such as earthquake magnitude, the distance from the earthquake source to the
site, and the dynamic characteristics of the site itself. The GMPE links the seismicity and
fragility models in the calculation of risk by providing estimates at the location of each
exposure element as a result of each earthquake simulated by the seismicity model.
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Figure 1.1. Schematic illustration of the full risk calculation process from gas production causing
compaction of the field to building damage leading to casualties (image courtesy of Jan van EIk)



As the link between the two models, the GMPE must be consistent and compatible with the
parameterisation of the seismicity model, which is discussed in Section 2.1. Similarly, the
GMPE needs to provide outputs that are consistent with the definitions of the fragility
functions, as discussed below in Section 1.3.

The primary purpose of the GMPEs is therefore to serve as the linking element between the
seismicity and fragility models in the calculation of risk in the Groningen field. However, the
GMPEs will also be used in combination with the seismicity model to generate estimates of
the seismic hazard in terms of ground-motion parameters with a specified annual probability
of exceedance (for a given production period). Such hazard estimates can be displayed in
the form of contour maps for a given ground-motion parameter—such as peak ground
acceleration (PGA)—or as acceleration response spectra at specified locations. Such
representations of the ground shaking hazard may be useful for the purpose of calibration of
seismic design codes such as the draft NPR 9998 (NEN, 2015) which has been produced to
guide earthquake-resistant design for structures in the Groningen region. In general,
representations of the seismic hazard may be useful for defining seismic actions to be
considered in the design of new constructions or the retrofit of existing buildings, although it
is more logical to base these directly on risk calculations (e.g., Bommer et al., 2005; Crowley
et al., 2012). Such considerations are implicit in the derivation of the seismic design loads
and performance requirements in the NPR 9998 document, but in the long-run it is expected
that the seismic risk model will allow iterative modelling to directly determine appropriate
strengthening levels for existing buildings. In summary, the hazard outputs are viewed as a
beneficial by-product of the seismic risk model, but the primary focus—which therefore
dictates the requirements of the GMPEs—is the calculation of risk.

1.2. Overview of the GMPE development process

The GMPEs presented in this report are developed for the Version 2 seismic hazard and risk
model. The development of seismic hazard models for the Groningen field began following
the 2012 Huizinge earthquake and a preliminary model was produced for the Winningsplan
submitted in late 2013 (Bourne et al., 2014; Bourne et al., 2015). One of the outcomes of that
application for a continued gas production license was the development of a comprehensive
probabilistic risk assessment as part of the next Winningsplan due for submission on 15t July
2016. The work on extending the initial seismic hazard model to a full probabilistic risk model
began in April 2014 with snapshots of the model presented for review and evaluation at six-
monthly intervals. The first complete risk model—dubbed Version 0, or VO—was presented
in October 2014, and this was superseded in April 2015 by the V1 model. The current work
is focused on the V2 seismic risk model, which will be presented in October 2015 and which
is expected to be the basis for the 2016 Winningsplan. The changes and improvements in
the models from VO to V1 were substantial and potentially even greater modifications will be
implemented in the V2 model. Refinements to the V2 model will be made between November
2015 and early 2016, in the light of feedback and sensitivity analyses, but given the time
required to prepare the Winningsplan submission, it is not envisaged that a substantially
different V3 model will be produced in April 2016. This situation has made it very important

to identify the most important requirements for the V2 GMPEs.
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For the 2013 Winningsplan, GMPEs were developed for the prediction of PGA and peak
ground velocity (PGV) as a result of induced earthquakes in the Groningen field. The
equations were modified versions of the GMPEs derived using strong-motion data from
Europe, the Mediterranean and the Middle East by Akkar et al. (2014a), hereafter ASB14.
The equations using hypocentral distance, Rnyp, were selected, and applied with an assumed
field-wide 30-metre shear-wave velocity, Vsso, of 200 m/s and the assumption of normal
faulting. The coefficients of the equations were modified below a certain magnitude—M4.2
for PGA, M3.8 for PGV—to fit the peak motions from 40 accelerograms obtained from 8
earthquakes by the KNMI network. The aleatory variability for the small-magnitude extension,
represented by the standard deviation (sigma) of the residuals, was assumed to be the same
as that associated with the original equations. These preliminary GMPEs are described as
part of the 2013 hazard model in Bourne et al. (2015). For the Version 0 hazard and risk
model, an additional 14 records were available from the M3.0 Leermens earthquake of
February 2014. A very simple residual analysis suggested that the additional data did not
warrant a modification of the 2013 GMPE, for which reason it was decided to retain those
PGA and PGV equations for the Version 0 hazard and risk models (Bommer & Dost, 2014).
The residual analyses did show, however, that the models did not fit the data well at short
epicentral distances, which was concluded to be a consequence of the functional form of the
ASB14 equation and specifically the use of a fixed value for the near-source saturation term
at all magnitudes. The addition of the Leermens records expanded the available dataset but
not sufficiently to allow direct calculation of the aleatory variability.

VO GMPE

The VO GMPEs were calibrated to local recordings of ground motion in the small-magnitude
range and followed patterns inferred from recordings of tectonic earthquakes in the larger
magnitude range, without any confirmation of the applicability of the latter to Groningen.
Moreover, the equations were only developed for PGA and PGV, and were associated with
the large sigma values obtained from regression analysis using a heterogeneous database
from Europe and the Middle East. One potential merit of the VO GMPEs was the inclusion of
site amplification terms based on the time-averaged shear-wave velocity over the uppermost
30 m at the site (Vs30) and the inclusion of non-linear soil response in these terms. However,
the equations were applied with a constant value of Vs3o (200 m/s) over the entire field, which
therefore ignored any spatial variation in the ground conditions; although subsequent work
has suggested that 200 m/s was a good estimate of the average value for the study area the
actual values vary considerably (Kruiver et al., 2015). In addition to these shortcomings, the
non-linear site amplification functions were empirically derived from ground-motion
recordings in Japan and Europe (Sandikkaya et al., 2013) without any calibration to
Groningen conditions. Another important feature of the VO GMPEs was that they only
considered epistemic uncertainty in the ground-motion predictions, which will inevitably be
large for magnitudes above the largest recorded event of M3.6, in a very crude manner.
Rather than providing best estimate predictions accompanied by alternative models to
capture the range of uncertainty, single equations were produced for PGA and PGV.
Consequently, these tended towards being conservative estimates—»both in terms of median
predictions and sigma values—by adopting models derived from recordings of tectonic

earthquakes.
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V1 GMPE

The V1 GMPEs addressed several of the shortcomings in the VO equations, while
consciously leaving one specific feature (the site amplification functions) to be improved in
the V2 development stage when the required field information would become available. The
most fundamental difference with regards to the VO model was that rather than extrapolate
a GMPE derived from tectonic earthquakes to match local recordings in the small-magnitude
range, a model calibrated to the Groningen database—which was expanded relative to that
used in adjusting the VO equations—was extrapolated to larger magnitudes. The Groningen
database was used to constrain both the median predictions and estimates of the sigma
model, and three alternative models were generated to capture the epistemic uncertainty,
which grows with increasing earthquake magnitude and hence greater extrapolation from the
data (Figure 1.2). The V1 GMPEs were produced for PGA and for response spectral
ordinates at a few oscillator periods (0.2, 0.5, 1.0 and 2.0 seconds) as required for the fragility
functions. While a positive development, the limited number of response periods for which
the full GMPEs were developed imposed two limitations on the development of the V1 fragility
functions, the first being that all building typologies needed to be represented by one of the
five selected periods (with PGA assumed equal to the spectral acceleration at 0.01 seconds),
which in some cases represented a poor approximation to the dynamic characteristics of the
buildings. The second limitation, directly related to the first, was that response spectral shape
became an important parameter, requiring formulation of the fragility functions to include
magnitude as a surrogate for this feature of the ground motions. This in turn precluded the
explicit modelling of the influence of duration on the structural response, even though it is
expected to be an important factor in the damage experienced by unreinforced masonry
buildings (e.g., Bommer et al., 2004). The V1 GMPEs are documented in detail in Bommer
et al. (2015a) and summarised in Bommer et al. (2016).

The most important weakness of the V1 GMPEs relates to the modelling of site response.
Rather than using an assumed value of a proxy such as Vsso and imported site amplification
functions, a network-average site amplification term was derived from the recordings and
then used in forward modelling to generate the predictive equations. One shortcoming of this
approach is that it assumes that the sampling of the dynamic characteristics at the recording
station locations is a reasonable approximation to the average amplification functions across
the entire field. To some extent this is likely to be a conservative assumption since most of
the records were obtained by instruments located in the north of the gas field where softer
soils are encountered than in the south. However, the model is limited in not capturing the
spatial variation of ground conditions. The most serious deficiency in the model, however, is
the failure to account for non-linear site response. Given the weak levels of motion recorded
to date, it is likely that the inferred amplification function is a reasonable estimate of the
average linear site response term across the recording network. However, when extrapolated
to larger magnitudes, the soils would be expected to respond non-linearly to the higher
amplitudes of acceleration propagating upwards from the underlying rock, leading to reduced
surface accelerations. Consequently, it can be assumed with confidence that the V1 GMPEs
are conservative when applied for larger magnitudes and short distances, especially the
upper branch (Figure 1.2).
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Figure 1.2. Median PGA predictions from V1 GMPEs as a function of magnitude at two distances

V2 GMPE

The single most important feature of the V2 GMPE development with respect to the V1
equations is the explicit inclusion of field-specific non-linear site amplification functions.
Other improvements embodied in the V2 GMPEs include the generation of predictive
equations for a much larger number of response periods, as discussed in the next section.
Table 1.1 summarises the developmental stages with regards to the GMPEs for horizontal

spectral accelerations.

Table 1.1. Key features of the three phases of Groningen GMPE development

Site classification

Vs30 = 200 m/s

Field-wide constant

GMPE Feature Version 0 Version 1 Version 2
Predicted parameters PGA, PGV Sa(T) for 5 periods Sa(T) for 16 periods
Sigma model Adopted from ASB14 Groningen-specific Groningen-specific
Epistemic uncertainty Single model Three alternatives Three alternatives
Zonation based on

amplification factors

component ratios

Site amplification ASB14 model Network average, linear | Groningen-specific, non-linear
extrapolation soil response
Period-to-period n/a Used Akkar et al. Uses Akkar et al. (2014b)
correlations (2014b)
Components Horizontal geometric Horizontal geometric Horizontal geometric mean
mean mean and arbitrary; component-to-




1.3. GMPE requirements for fragility functions and risk calculations

Structural sensitivity analyses conducted for the early development of the V2 fragility
functions explored which intensity measures (IMs) would be efficient predictors of the
maximum displacement experienced by typical structures in the Groningen field, a response
parameter that in turn can be related to damage. The spectral acceleration at the
fundamental vibration period of the structure was found to be an efficient IM, in terms of being
able to predict the maximum displacement of the structures with low dispersion. Additional
analyses were conducted to establish whether this IM was also sufficient with respect to
magnitude, distance and a measure of ground-motion duration; sufficiency would imply that
including additional parameters would have no effect in terms of reducing the dispersion in
the predictions. The spectral acceleration, Sa(T), was found to be sufficient with respect to
magnitude but not with respect to distance or duration, the latter being measured using the
significant duration definition and the interval of 5-75% of the total Arias intensity, Ia, which
is referred to hereafter as Dss-75. Consequently, the fragility functions will be based on Sa(T)
with the possibility of slightly improved constraint by extending this to a vector prediction of
Sa(T) and Dss.-7s.

For the primary IM of Sa(T), there are two decisions to be made. The first regards the
appropriate range of response periods to be covered by the equations and an appropriate
sampling within this range, the second the component definition. Regarding the first issue,
whereas the greatest flexibility for the development and application of the fragility functions
would be provided by generating the GMPEs for Sa(T) at a large number of response
periods, there are issues of computational effort—with regards to the GMPE derivation and
to the execution of the risk calculations—that make it advantageous to limit the numbers of
response periods explicitly modelled. Figure 1.3 shows a histogram of yield periods of
vibration for the Groningen building typologies; this information is indicative since the
capacity curves for the buildings are subject to updating as the structural modelling work
proceeds, but it nonetheless gives a useful indication of the periods that should be covered.
The final range needs to account for the fact that at some stage it may be desirable to
estimate risk in terms of lower (pre-collapse) damage states, which would point to shorter
response periods, and the fact that those implied in the final fragility functions might be
slightly larger than these yield periods (to account for period elongation after damage).

The motivation for increasing the number of oscillator periods is primarily to provide greater
flexibility for the derivation of the fragility functions but also to allow generation of complete
response spectral shapes. For the latter, GMPEs often provide coefficients and sigmas at a
large number of response periods—often sampled at regular intervals in log-space—to
provide smooth spectral shapes; for example, Akkar et al. (2014a) provided equations at 62
oscillator periods between 0.01 and 4.0 seconds (in the electronic supplement; a subset of
18 of these were presented in the paper itself). The sampling of periods in log-space tends
to be particularly dense at shorter periods, which allows for clear definition of the spectral
peak and the shape of the spectra at high oscillator frequencies. For the Groningen risk
model, we do not necessarily require such dense sampling for two reasons: one is that short
periods (< 0.15 s) are of little relevance to the structural response of buildings in the

6



Groningen region, and the second is that the very soft soil conditions across most of the field
lead to spectral shapes that peak at longer periods (> 0.2 s).

Humber

0.2 0.4 0.5 0.5 1
Period (5)

Figure 1.3. Histogram of yield vibration periods for the 89 building typologies defined for the
Groningen exposure database (image courtesy of Helen Crowley)

There are, however, two considerations when selecting target response periods for the
models. In addition to the final surface predictions that will be used to link the hazard model
to the fragility functions, there is the intermediate step of the reference rock motions, which
correspond to a much stiffer horizon at which the spectral peak is likely to occur at much
shorter periods (where the influence of the kappa parameter—which is effectively a high-
frequency filter, as explained in Sections 4.1 and 5.2—is most pronounced). For this reason,
two sets of target periods are defined, one for the simulations at the reference rock horizon
(see Section 2.3) and another for the final predictions at the ground surface, with the latter
being a subset of the former. The inclusion of additional periods in the rock simulations is not
onerous in terms of computational expense and this expanded list of target periods means
that the information will be available if it is subsequently found that there are gaps to fill in
the surface predictions. Table 1.2 summarises the proposed 71 target periods, with those
highlighted in bold being the subset of 16 for which full surface predictions will be generated.

The second key decision required with respect to the modelling of the horizontal response
spectral acceleration is the component definition to be employed. For the V1 GMPEs, the
definition used was simply the geometric mean of the two horizontal components, which is
the most widely-used definition, although there are several subtle variations of this definition
(Boore et al., 2006; Boore, 2010).



Table 1.2. Target response periods for reference rock simulations and for development of full
GMPEs for surface motions (highlighted, bold)

Period (s) Frequency (Hz) Period (s) Frequency (Hz)
0.01 100.000 0.75 1.333
0.02 50.000 0.8 1.250
0.03 33.333 0.85 1.176
0.04 25.000 0.9 1.111
0.05 20.000 0.95 1.053
0.075 13.333 1 1.000
0.1 10.000 1.1 0.909
0.11 9.091 1.2 0.833
0.12 8.333 1.3 0.769
0.13 7.692 1.4 0.714
0.14 7.143 1.5 0.667
0.15 6.667 1.6 0.625
0.16 6.250 1.7 0.588
0.17 5.882 1.8 0.556
0.18 5.556 1.9 0.526
0.19 5.263 2 0.500
0.2 5.000 2.1 0.476
0.22 4.545 2.2 0.455
0.24 4.167 2.3 0.435
0.26 3.846 2.4 0.417
0.28 3.571 2.5 0.400
0.3 3.333 2.6 0.385
0.32 3.125 2.7 0.370
0.34 2.941 2.8 0.357
0.36 2.778 2.9 0.345
0.38 2.632 3 0.333
0.4 2.500 3.2 0.313
0.42 2.381 3.4 0.294
0.44 2.273 3.6 0.278
0.46 2.174 3.8 0.263
0.48 2.083 4 0.250
0.5 2.000 4.25 0.235
0.55 1.818 4.5 0.222
0.6 1.667 4,75 0.211
0.65 1.538 5 0.200
0.7 1.429

For derivation of the V2 fragility functions, however, there may be advantages in adopting
the arbitrary component of motion. This issue has been considered in detail by Dr Helen
Crowley—who leads the fragility development work—and discussed with the GMPE
development team; in the following text we briefly summarise these considerations and the
final decisions in this regard.

The first point to note is that, provided consistent definitions are used for the hazard and
fragility, the probabilistic risk assessment should be the same regardless of the definition of
spectral acceleration, with an increased dispersion either being estimated on the side of the
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hazard (when the arbitrary component definition is used) or on the side of the fragility (when
the geometric mean is used). The drawback of the latter is that more dynamic analyses are
required to predict the dispersion with a given level of confidence, although this should not
necessarily restrict the choice of spectral acceleration to the arbitrary component, given the
simplicity of the structural models currently being used. The V2 fragility models for the
building typologies in Groningen will be developed through non-linear dynamic analyses of
equivalent single-degree-of-freedom (SDOF) systems. Given that a number of the typologies
have very different stiffness and strength in their two orthogonal axes, SDOF systems for
each direction will be calibrated, and fragility functions in each direction of the building will
be developed.

In order to develop the V2 fragility functions in terms of the geometric mean spectral
acceleration at a given period of vibration, it would be necessary to associate the nonlinear
response of the SDOF (e.g., drift) obtained from a single component of the ground motion
against the geometric mean spectral acceleration of the two components of ground motion.
As noted above, this will result in higher dispersion in the response, given the spectral
acceleration at the selected period of vibration (which is the selected IM), as the response
will be plotted using the geometric mean response spectrum of the two components, rather
than the IM from the response spectrum of the component used in the analysis. In this case,
the risk engine would need to estimate the geometric mean significant duration and the
geometric mean spectral acceleration for the period of vibration defined in each direction of
the building using period-to-period correlation of the geometric mean residuals, and the
probability of collapse would be defined by the direction with the highest probability of
collapse.

Figure 1.4 shows an example of typical response spectra of two components of ground
motion, and the geometric mean response spectrum. As can been seen in this figure, the
spectra of the two horizontal components cross at various periods across the spectrum. The
recordings from the Groningen field to date, however, show a strong polarization, as shown
in Figure 1.5. In order to ensure that this polarization is accounted for when modelling the
response of the SDOF systems, modifications to the records selected for the dynamic
analyses would probably need to be made, to ensure that the component-to-component
ratios are consistent with those found in the Groningen field.

In order to develop the V2 fragility functions in terms of the arbitrary component of hazard,
the nonlinear response of the SDOF (e.g., drift) obtained from a single component of the
ground motion would be plotted against the spectral acceleration at the given period of
vibration for that component. The risk engine would need to estimate the arbitrary component
spectral acceleration for the period of vibration defined in each direction of the building, as
well as the arbitrary component significant duration, and the probability of collapse (for the
structure) would be defined by the direction with the highest probability of collapse. The
period-to-period correlation of the residuals of the two horizontal components of ground
motion would be needed to estimate the demand in each direction of the building (e.g., Baker
& Cornell, 2006a).
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Figure 1.4. Response spectra for two horizontal components of ground motion (dashed and dotted
line), the geometric mean of the response spectra (bold line) and the predicted mean from a GMPE
(thin line) (Baker & Cornell, 2006a)
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Figure 1.5. Example response spectra from the Groningen field, illustrating the strong polarisation
in the horizontal components. Upper: pseudo-acceleration response spectra; lower: displacement
response spectra
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Defining the V2 hazard in terms of the geometric mean component would have the advantage
that estimates of the hazard for the Groningen field would be directly comparable with
previous models. However, the records used for the development of fragility functions may
need modification to ensure that their component-to-component ratios are consistent with
those found in the Groningen field. Furthermore, there is uncertainty regarding the physical
meaning of the geometric mean significant duration.

The use of an arbitrary component GMPE for the V2 hazard assessment would appear to
lead to higher levels of hazard as compared to previous models (VO and V1), due to the
increased aleatory variability in the GMPE. Although comparison of the models would not be
valid, as the component of spectral acceleration would have changed from VO/V1 to V2, such
comparisons would undoubtedly be made nonetheless without attention to appropriate
caveats. For this reason it would be prudent to continue to develop a GMPE in terms of the
geometric mean spectral acceleration, for the hazard assessment.

For the development of fragility functions, the use of the arbitrary component spectral
acceleration has the advantage that fewer non-linear dynamic analyses are needed to predict
the dispersion with a given level of confidence. Furthermore, the component-to-component
ratios would not need to be explicitly considered when selecting the records.

Hence, for the V2 hazard and risk assessment it was decided that a GMPE for geometric
mean spectral acceleration would be developed for the hazard model, whilst GMPEs for
arbitrary component spectral acceleration, together with a model of the correlation of the
residuals between two horizontal components in perpendicular directions, would be
developed for the risk model. In essence, the only difference between the geometric mean
and the arbitrary components is in the sigma values, with the median predictions expected
to be identical. Therefore, in developing the sigma model (Chapter 9) the component-to-
component variability is also required.

As noted above, period-to-period correlations are also required. For the V1 fragility and risk
calculations, the model of Akkar et al. (2014b) derived from European strong-motion data
was used; in the long-run, a Groningen-specific model is preferred but for the V2 model we
retained the same correlations proposed by Akkar et al. (2014b), as discussed in Section
11.3..

Although it is not envisaged that the vertical components of motion will be explicitly included
in the fragility functions or the risk calculations, it is believed that some of the structural
typologies encountered in the Groningen field may be sensitive to vertical motions. For this
reason, structural modelling may require definition of the vertical response spectrum and to
this end a Groningen-specific model for the vertical-to-horizontal response spectral ratios is
developed (Section 11.4).

As noted previously, the fragility functions are likely to be defined in terms of both spectral
acceleration, Sa(T), and the significant duration, Dss.7s, which then requires the vector
prediction of these two parameters. In essence, this means developing a model for the
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prediction of durations conditional on the predictions of Sa(T), which is also addressed in this
report.

1.4. Overview of the report

From the discussions in the previous sections it may be concluded that the basic requirement
for the V2 hazard and risk model is a suite of GMPEs for the prediction of both the geometric
mean and arbitrary component of 5%-damped response spectral acceleration at 16 oscillator
periods (Table 1.2). The GMPEs should be well calibrated to the seismological, geological
and geotechnical conditions encountered in the Groningen field, and most specifically they
should reflect the non-linear dynamic response of near-surface layers across the study area.
An overview of how the basic models are developed is given in Chapter 2, which focuses in
particular on the scheme for predicting motions at a reference rock horizon and then
transferring these rock motions to the ground surface via non-linear site amplification factors.
Chapter 2 also includes a brief discussion of the issue of spatial correlation of ground
motions.

Chapter 3 then describes the characteristics of the Groningen ground-motion databases
used in the derivation of the V2 GMPEs. Chapter 4 discusses the dynamic characterisation
of the recording station sites and the development of linear site amplification factors that are
used to translate the surface motions to the reference rock horizon. Chapter 5 describes the
inversion of the motions at the rock horizon to estimate source and path parameters for
Groningen, together with a field-wide amplification factor for the reference rock elevation. In
Chapter 6, the parameters obtained from the inversions are applied in stochastic simulations
to generate spectral accelerations at the rock horizon, to which functional forms are fitted in
order to obtain parametric GMPEs for the median motions at this level. The residuals of the
recorded motions deconvolved to the reference rock horizon are calculated to inform the
development of the sigma model (Chapter 10).

Chapters 7 to 9 are focused on the development of the non-linear site amplification factors
that are applied in conjunction with the rock GMPEs to obtain median ground-motion
predictions at the surface. Chapter 7 describes the development of layer models for the
profiles from the reference rock horizon to the ground surface across the entire field, and
Chapter 8 describes the site response analyses performed using these profiles. Chapter 9
explains the aggregation of the calculated site amplification factors into zones for which a
single representative site amplification function may be adopted.

Chapter 10 explains the development of the sigma model for the GMPEs at the ground
surface, for both the geometric mean and arbitrary components of motion. Chapter 11 then
summarises the current models and compares the predictions with those from the V1
GMPEs. Chapter 11 also discusses additional features required for various applications,
including period-to-period correlation functions and vertical-to-horizontal response spectral
ratios.

Chapter 12 describes the derivation of improved GMPE for the significant duration of ground

shaking in the field. Through the development of a correlation function between the residuals
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of duration and of spectral accelerations, a vector model is developed through which the
duration conditioned on the spectral acceleration is predicted.

Chapter 13 discusses potential improvements to the ground-motion model that will be
explored prior to finalisation of the models for the 2016 Winningsplan. These improvements
include expected enhancements to come from expanding the ground-motion database,
incorporating the measured Vs profiles at the recording stations, and potentially also the use
of borehole recordings for partial verification of the site response models. The exploration of
a more appropriate definition of duration for the Groningen motions and the use of consistent
predictions of duration in all elements of the hazard and risk modelling are also discussed.
Chapter 13 concludes with a list of planned sensitivity studies and potential refinements to
the preliminary V2 GMPEs for spectral accelerations presented herein.

In addition to the 13 chapters presenting the derivation of the V2 GMPEs for response
spectral accelerations and durations, there are several appendices, most of which contain
plots related to different elements of the model development process. In order to avoid an
excessively large report, detailed documentation on various aspects of the work is provided
in supplementary reports that are referenced in this report. Although this report is intended
to provide sufficient information to serve as a stand-alone narration of how the V2 GMPEs
were developed and their characteristics, additional detail can be found in these
supplementary reports and papers, which are listed here for convenience:

e Overview paper on the seismic hazard model developed for the 2013 Winningsplan,
which also includes the VO GMPE (Bourne et al., 2015)

e Report on the derivation of the V1 GMPEs (Bommer et al., 2015a)

e Summary paper on V1 GMPEs (Bommer et al., 2016)

e Deltares report on Groningen geological model for site response (Kruiver et al., 2015)

e Summary report on selection of record processing procedures for accelerograms of
Groningen earthquakes (Ntinalexis et al., 2015a)

e Comprehensive report on V2 ground motion database (Ntinalexis et al., 2015b)

Additionally, there are a number of electronic supplements containing the coefficients of

equations and coordinates of the field zonation required for the full implementation of the
model. These electronic supplements are identified in the Executive Summary.
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2. OVERVIEW of V2 GMPEs

This Chapter provides a general overview of the V2 GMPEs for response spectral
accelerations, including the form of the equations and the procedure established for their
derivation, details of which are provided in subsequent chapters. The chapter closes with a
brief discussion of the choice not to model spatial correlations in the current phase of
development of the hazard and risk models.

2.1. Functional form of the GMPEs and explanatory variables

The V1 GMPEs were derived as a function of only moment magnitude, M, and epicentral
distance, Repi. There was no explicit term for site response since the model was calibrated
to an assumed field-wide linear amplification function (Bommer et al., 2015a). There was no
motivation to include any other terms in the equations since none of the other parameters
commonly used in modern GMPEs could be defined in a way that would be expected to
refine the predictions. In terms of style-of-faulting, for example, it is known that ruptures in
the Groningen field may be pure normal, strike-slip or an oblique combination of these
mechanisms, but fault plane solutions are not available for most of the earthquakes in the
database. Including a parameter such as depth-to-top-rupture, Ztor, would not improve the
predictive power of the model since all earthquakes are assumed to occur within the gas
reservoir at a depth of about 3 km (although it must be recognised that there is no clear
model regarding the expected geometry and vertical extent of the fault ruptures associated
with larger earthquakes).

The most significant difference in the V2 GMPE development is the inclusion of spatially-
varying non-linear site amplifications to be applied to motions predicted at a reference rock
horizon. The equations for predicting motions at the reference rock horizon will also be
calibrated to a single field-wide amplification factor corresponding to the path from the gas
reservoir to that elevation. Consequently these equations are expected to have a very similar
functional form as the V1 GMPEs and be functions only of magnitude and distance. However,
there are three potential improvements to the formulation of the GMPE for median predictions
that are explored in the V2 development:

1. The adoption of a segmented geometrical spreading model rather than a single
function applicable over the full range of distances, in order to capture more faithfully
the patterns resulting from the velocity structure above the reservoir and particularly
the presence of the high-velocity Zechstein salt layer and even higher velocity
anhydrite layers within the Zechstein. The form of the geometrical spreading function
will be informed by full waveform simulations (Section 5.3).

2. The inclusion of an explicit term to represent the anelastic attenuation in this very low-
Q environment; this was not done in the V1 GMPEs for simplicity and also because
of the relatively short distances over which the equations are applied. If the segmented
geometrical spreading function discussed in the previous point is adopted then an
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option will be to add an anelastic attenuation term that applies only in conjunction with
the more distant spreading function.

. The use of a distance metric defined relative to extended fault ruptures rather than to
point sources. As part of the V1 development work, GMPEs were derived as functions
of both Repi and Rus (the latter being the horizontal distance to the closest point on the
surface projection of the fault rupture) and sensitivity analyses were performed on
calculated risk using the Repi-based GMPE in conjunction with a source model defining
hypocentres and the Ris-based GMPE in conjunction with a source model assigning
earthquakes to ruptures on mapped faults. At short distances and especially for larger
magnitudes, the Rss-based model predicts lower median values and has a lower
sigma value but the highest motions affect a larger area than in the case of the point
sources. The former effect was found to be dominant, with the Ris-based model
yielding lower estimates of both local personal risk (LPR) and group risk (GR) for
Groningen, as shown in Figures 2.1 and 2.2 respectively. Given the higher predicted
median values and higher sigmas associated with the Repi-based model, higher LPR
estimates were to be expected. For the GR metric, the fact that the extended ruptures
associated with larger earthquakes lead to larger areas of strong shaking (and hence
more buildings being shaken) turns out to be a lesser effect than that of the lower
predicted motions. At the same time it should be noted that for both LPR and GR the
differences were not very large even though the calculations were performed using a
single estimate of the maximum magnitude (Mmax) of 6.5; as this abrupt cut-off is
replaced by a distribution of potential Mmax values, including lower estimates of the
upper limit on earthquake size, it can be expected that the differences in risk estimates
using the two approaches will be reduced. The final choice is to use only Repi at this
stage, based on balancing the computational efficiency of the Repi-based model that
comes at the expense of slightly conservative estimates with the increased accuracy
obtained with Rss-based model that is computationally more demanding. This may be
re-visited for subsequent sensitivity analyses and refinements, but for the initial
development of the V2 GMPEs we proceed with epicentral distance knowing that it is
not leading to underestimation of the risk in terms of either of the metrics in
consideration.

The final form and parameterisation of the reference rock GMPE is presented in Section 6.3.
If we designated the predicted spectral acceleration at a given period as Sa(T) and the
corresponding median value at the reference rock horizon as Saret(T), then the general form
of the GMPE can be written as follows:

In[Sa(T)] = {In[Sa,,; (T)] + 3B + IS} + In[AF, (T)] + 5525, 2.1)

where AF;(T) is the median amplification function for the spectral acceleration at period T for
the j" zone, and 852S; is the variability of the zone-specific amplification function. In terms of

the variability in the predictions, the term 6B is the earthquake-to-earthquake residual (i.e., a
random sample from the distribution of between-event variability) and SWS is randomly
sampled from the distribution of single-station within-event variability.
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Figure 2.1. Histograms of the differences in calculated results of local personal risk (LPR) using
point-source and extended-source simulations for the earthquakes in the risk model, for 6
representative buildings (the natural periods of which are indicated in parentheses) from the
exposure database (Courtesy of Stephen Bourne and Helen Crowley)
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Figure 2.2. Comparison of normalised group risk (GR) calculated over the field for the 6 building
classes shown in Figure 2.1 (Courtesy of Stephen Bourne and Helen Crowley)

In Eq.(2.1) both 6B and WS are assumed to be zero-mean Gaussian random variables with
standard deviation T and ®ss, respectively. These two components of variability will have
distributions that are constant across the field. The term §S2S; is the randomly sampled
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residual from the site-to-site variability for zone j, which is assumed to be a zero-mean
Gaussian random variable with standard deviation ®szsj; for more background on these
terms and the decomposition of the ground-motion variability, see Al Atik et al. (2010) and
Rodriguez-Marek et al. (2014). The full development of the variability model is discussed in
detail in Chapter 10, but herein some general comments on the formulation in Eqg.(2.1) are
appropriate.

As noted previously, the ultimate objective is to develop GMPEs that include non-linear site
amplification functions for the Groningen field. The aim is to condition the functions at each
response period on the spectral acceleration at the same period in the underlying reference
rock, which is preferable to the more widely-used approach of conditioning the non-linear
response on PGA, as recommended by Bazzurro & Cornell (2004a) and implemented by
Chiou & Youngs (2008). While it is tempting to integrate fully probabilistic site response into
the hazard and risk calculations following the method of Bazzurro & Cornell (2004b),
especially in view of the relatively simple (but computationally intense) implementation of this
approach within a Monte Carlo framework, this is more appropriate for site-specific studies
(e.g., Rodriguez-Marek et al., 2014). It may also be noted in Eq.(2.1) that the intention is to
condition the non-linear site response not on the median prediction of the Saref(T) but on the
actual predicted value resulting from the sampling of the between-event variability and the
single-station within-event variability.

The formulation in Eq.(2.1) requires the study region to be divided into a number of zones,
within each of which a unique set of non-linear site amplification functions—for the 16
selected response periods—is assumed to be representative. The definition of these zones
is described in Chapter 9. The degree of variation of the site amplification functions across
an individual zone is reflected in the assigned value of the term 3S2S;.

2.2. Overview of derivation process

Figure 2.3 provides an overview of the process followed to define the V2 GMPEs in the form
of a flowchart. There are two starting points indicated at the top left-hand corner and top
centre of the figure, which are parallel activities. One of these is the development of a field-
wide layer model for site response analyses to estimate the amplification factors due to the
profile above the reference rock horizon (which is indicated as NU_B; see next section). The
development of these site response models is described in Chapter 6.

The second starting point is the compilation of the ground-motion database for the Groningen
field, which is the focus of Chapter 3. Following down the central portion of the diagram,
these records are used to infer site kappa values at the recording station locations. Chapter
4 describes the development of linear site amplification functions for the recording stations
using available Vs information and assigning damping values that are consistent with a
reasonable estimate of the kappa value in the underlying reference rock. Linear amplification
factors suffice at this stage because the surface recordings to which they will be applied to
deconvolve the motions to the rock horizon are rather weak (the highest recorded PGA value

is 0.08g). Amplification factors are derived both in terms of Fourier amplitude spectra (FAS)
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and acceleration response spectra. The former are applied to the surface motions to obtain
acceleration FAS at the reference rock horizon, which—as described in Chapter 5—are
inverted to obtain estimates of source, path and site parameters for the Groningen
earthquakes. The source parameters include the Brune stress parameter and the seismic
moment, although the latter can be independently constrained from magnitude estimates
provided by KNMI. The path parameters are the geometric spreading model—which will be
at least partially constrained by finite difference simulations, as noted earlier—and the
attenuation parameter Q. The site terms are a site kappa value for the reference rock and a
field-wide amplification factor.
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Figure 2.3. Flowchart illustrating the procedure used to generate the V2 GMPEs for horizontal
spectral accelerations; the blue boxes at the foot of the figure indicate the outputs of the process
that are the elements of the V2 ground-motion model. TF is Transfer Function, AF is Amplification
Function; Ao is stress drop, M is magnitude, Repi is epicentral distance, T is period and Sa(T) is
spectral acceleration.

Optimal values of inverted parameters are then used to perform stochastic simulations of the
motions, expressed in terms of both FAS of acceleration and response spectra, at the
reference rock horizon. For the response spectra simulations estimates of the signal duration
are also required. As for the V1 GMPEs, multiple values of the Brune stress parameter will
be applied in these forward simulations to generate multiple models in order to capture the
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inevitable epistemic uncertainty associated with the predictions at larger magnitudes. The
simulations for response spectral accelerations and the fitting of suitable functional forms to
these values to obtain the median GMPEs for the reference rock horizon are described in
Chapter 6. As indicated by the upwards arrow from the box “V1 GMPEs”, some of the
parameters of the rock equations may be adopted directly from the V1 models, in which they
were constrained by direct regression analyses (Bommer et al., 2015a,b).

The two parallel activities of building a site response model (Chapter 7) and developing
GMPEs for the reference rock horizon (Chapter 3 to 6) come together in Chapter 8, which
corresponds to the bottom left-hand corner of the flowchart. The site response analyses are
performed using an RVT-based implementation of the 1D equivalent linear approach, for
reasons that are explained in detail in Section 8.1. One of the advantages that this approach
provides is that the input rock motions can be directly generated in the form of FAS that are
also used in the stochastic simulations (Section 8.2). These analyses result in non-linear site
amplification functions, which are coalesced into zones to which a representative function is
assigned; this aggregation procedure is described in Chapter 9. The remainder of the
flowchart corresponds to calculating the variability terms, from both the residuals of recorded
surface motions and from the site amplification factors, which are used to construct the sigma
models (Chapter 10).

2.3. Definition of the reference rock horizon

The first step in developing a model as described by Eq.(2.1) is to define the reference rock
horizon that will be treated as the top of the elastic half-space for the site response
calculations. The general geological profile across the field is illustrated in Figure 2.4. The
gas reservoir is comprised of the Rotliegend sandstone layer which has a thickness varying
from about 130 to 300 m, underlain by hard Carboniferous rock. Immediately above the
reservoir is the Zechstein salt layer, with a very high-velocity basal anhydrite (Tenboer). The
Zechstein is overlain by a layer of Cretaceous chalk. The uppermost part of the field is
comprised of Cenozoic and younger deposits, including the North Sea formation that is
mainly claystone.

In general, the criteria for selecting a reference rock horizon are related to the required
properties corresponding to the assumption of an elastic half-space below that horizon. The
key criteria are that the layer should be sufficiently stiff to behave linearly under the envisaged
levels of acceleration and also that it should be an absorbing boundary, which means that
downward propagating waves (reflected from the free surface) are not reflected back up
towards the surface. There are also practical considerations for this particular application, for
which some degree of simplification is desirable in view of the large numbers of site response
calculations that are required to obtain amplification functions over the entire study area
(which extends for about 50 km in the north-south direction and 35 km in the east-west
direction). A reference rock horizon is sought that is therefore sufficiently deep to capture the
most important site response effects, and below which there is limited lateral structural
variability, while avoiding the need to conduct site response analyses for very deep profiles.
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Figure 2.4. Simplified geological profile of the Groningen field (Source: NAM)

To inform the final decision, Vs profiles extending down to the reservoir from the surface,
obtained from two deep boreholes, were examined (Figure 2.5) as well as the field-wide deep
velocity model developed by NAM. Two horizons are indicated on the figure, the base of the
North Sea Supergroup Formation (NS_B) and the base of the Upper North Sea Formation
(NU_B), located at depths of about 800 m and 350 m respectively. The NS_B horizon is a
very clear impedance contrast and it would therefore appear to be a logical choice for the
top of the elastic half-space. However, it is also the case that the profile across the field
between the NU_B and NS_B horizons is fairly uniform, which means that an additional ~400
m would be included in the site response analyses that would not produce significant
differences in the resulting surface motions from one location to another. In view of this, the
NU_B horizon is to be preferred. In Figure 2.5, it may be noted that there is an apparent
impedance contrast approximately 100 m below the NU_B horizon, which corresponds to the
Brussels Sands. While this would seem a more logical location, the location of this horizon
is not clearly mapped across the entire field, which would lead to additional uncertainty if it
were used as the reference rock horizon. In contrast, the NU_B horizon is well constrained
throughout the entire study area (Figure 2.6). Therefore, the NU_B horizon is chosen as the
reference rock horizon.
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Figure 2.5. Shear-wave velocity profiles from two deep borehole logs, indicating the location of the
base of both the North Sea Supergroup Formation (NS_B) and the Upper North Sea Formation
(NU_B) formations (Source: NAM database)

Over most of the field the NU_B horizon is encountered at a depth of about 350 m; it is at
appreciably greater depths to the northwest of the area, but since some of these areas are
offshore (as are the slightly deeper areas to the north and east of the study area) they are of
little consequence. To the south there are small areas in which the NU_B horizon is much
closer to the surface but these areas are a very small proportion of the entire study region.

The choice of the NU_B horizon as the top of the elastic half-space implies that waves that

are reflected from the impedance boundary at the NS_B boundary are ignored. An important

point to emphasise is that selection of the NU_B horizon as the reference rock level does not

mean that the influence of deeper impedance contrasts is being entirely ignored. The

inversions of the recorded motions are expected to capture such effects if they are sufficiently

influential to manifest in the surface motions. Where these contrasts are persistent across
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the entire field—or at least across the area covered by the recording networks—they will
manifest in the average field-wide NU_B amplification factor obtained from the inversions.
Where deep impedance contrasts may be more localised, they would be expected to
influence the estimation of sigma, although it is noted that this will not account for such local
variations that are outside the area covered by the recording network.
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Figure 2.6. Maps of the study are showing the depth to the NU_B horizon (figure prepared by
Deltares using data from NAM database).

The dynamic properties assigned to the elastic half-space are a shear-wave velocity, Vs, of
639 m/s and a damping (which exerts very little influence on the outcome of site response
analyses) of 0.3%, having been chosen to be consistent with the Q value (Q=150)
determined from accelerograph data and used for the V1 GMPE simulations.
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2.4. Spatial correlation of ground motions

The preceding sections of this chapter, together with Section 1.3, have provided an overview
of all the elements that are included in the V2 GMPEs. To close these introductory chapters,
we briefly explain why a choice was made not to include a function for the spatial correlations
of ground motions for implementation of the V2 risk calculations.

Several studies have noted that the variability of ground-motion amplitudes at closely-spaced
accelerograph stations is lower than that expected from empirical GMPESs, indicating that
there is a degree of spatial correlation in the seismic shaking (e.g., Boore et al., 2003; Wang
& Takada, 2005; Jayaram & Baker, 2009; Goda & Atkinson, 2010; Esposito & lervolino,
2011). Examples of spatial correlation functions for PGA are shown in Figure 2.7.

— a=0.774; b=0.5; c=1 (Boore et al., 2003)
— a=0.76; b=0.56; c=1 (Goda and Hong, 2008)
— a=0.095; b=0.336; c=2.6 (Goda and Atkinson, 2009)
0.8 a=0.333; b=1; c=1 (Jayaram and Baker, 2009)
l — a=0.85; b=0.41; c=1 (Hong et al., 2009)
a=0.586; b=0.306; c=1 (Sokolov et al., 2009)
—— a=0.06; b=0.283; c=5 (Goda and Atkinson, 2010)

0.6 --- p=0.05

h (km)

Figure 2.7. Comparison of published correlation functions for PGA as a function of separation
distance, h; the dashed black line represents the correlation coefficient of 0.05, which may be
considered as the level at which all correlation is effectively lost (Esposito & lervolino, 2011)

The considerable variation among these models suggest that there is still a degree of
uncertainty regarding the spatial correlation lengths or that these lengths are influenced by
local factors; the latter interpretation would lead us to conclude that a Groningen-specific
correlation model would be needed rather than simply adopting one or more of the existing
relationships. Regardless of the specific model for the variation of the correlation coefficient
with separation distance, the effect of the spatial correlation of ground motions is to produce
pockets of higher and lower motions rather than simply random variations that would result
from simply sampling the within-event variability of the GMPE. In terms of group risk (GR),
these spatial concentrations of elevated ground motion can result in higher estimates of
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losses in risk modelling for geographically-distributed exposure when these coincide with
concentrations of weak buildings (e.g., Crowley et al., 2008). However, local personal risk
(LPR), which reflects the risk at a single location, should not be affected by spatial
correlations of ground motions. Since the primary risk metric being considered for the
Groningen field is LPR, the decision to not model spatial correlation is relatively unimportant.
However, since there is also an interest in GR estimates, it will need to be borne in mind that
the absence of a spatial correlation model may lead to some underestimation of this metric.

In the Version 0 and Version 1 risk models, the exposure is grouped into 3 x 3 km squares
and the ground-motion amplitudes calculated at the centre of each square applied to all
buildings within the grid cell. This is a computational convenience, since sensitivity analyses
showed that using a smaller grid size (such as 1 x 1 km) resulted in a tremendous
computational penalty, while the coarser grid does not result in great loss of accuracy,
consistent with findings from other studies (e.g., Bal et al., 2010). The assumption of uniform
motions across each grid cell also conveniently serves as a surrogate for including spatial
correlation. However, it must be recognised that the correlation lengths vary with spectral
response period (e.g., Esposito & lervolino, 2012), so the approximation becomes even
cruder when spectral ordinates at multiple oscillator frequencies are being considered. For
the V2 risk model, the uniform grid will be replaced by an uneven grid related to the site
amplification zones, and prior to the definition of these zones—which will be determined
primarily on the basis of limiting the within-zone variation in the site amplification functions
across the full period range—it is not possible to make a judgement regarding the need for
refinement in the definition of spatial correlation. Moreover, any spatial correlation model
should presumably account for both spatial correlation of the motions at the NU_B horizon
and spatial correlation of the site profiles and their corresponding amplification functions.
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3. GRONINGEN GROUND-MOTION DATABASES

The most valuable resource used for the derivation of GMPEs for a given region is a
database of accelerograph recordings from local networks. The Groningen seismic hazard
and risk modelling project is in a privileged position in this regard, with excellent networks
now in operation in the gas field and a growing database of ground-motion records. In this
chapter we provide a brief overview of the existing and forthcoming networks of recording
instruments, identifying those from which records are being used in the derivation of the V2
equations. The characteristics of the current database are then summarised, followed by an
overview of the additional recordings from smaller-magnitude events that were added for
inversions to estimate source, path and site parameters.

3.1. Strong-motion networks in the Groningen field

The existing and planned strong-motion recording networks in the Groningen field were
discussed in the V1 GMPE report (Bommer et al., 2015a). The network that has provided the
majority of the recordings in the current database are the digital accelerographs that have
been operated by KNMI in the field for many years. The network was expanded and
upgraded between 2013 and 2014, and now consists of 18 instruments, all installed at the
ground surface (Figure 3.1).
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Figure 3.1. Locations of KNMI accelerographs (red triangles) in the Groningen field.
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As part of the response to the Groningen earthquakes, NAM is installing 70 new 200-metre
boreholes instrumented with geophones (Figure 3.2). The 70 geophone-instrumented
boreholes, some of which have already been installed, will all be accompanied by an
accelerograph at the surface, all operated by KNMI. A large number of these boreholes have
now been installed and are operational, and the current database includes recordings from
some of the surface accelerographs.

230000 240000 250000 260000 270000
1 1 1 1 1

620000
1
T
620000

610000
1
T
610000

GRO. R04
spv
auaz
) f" BONL
GRO’ GR‘” GRO10 GRO11
/ KANT /‘ //

GR012 GR013 ZAN2 GRou GRO15
BMD2

MID!
B/D/:caon 9/
> BWSE

600000
1
T
600000

// GRO1Y / GRO20

590000
1

T
590000

GRO35 GRO36

580000
1
T
580000

570000
1
T
570000

LAN

A

| 4  AccMonNet
| @ GroMonNet
‘ B KNMiMonNet

560000
1
T
560000

\ Z Z Groningen veld
‘ 0 25 5 10 15 km - LW
[ Sroringen veld +5km - ee— Bronnen: PDOK, Kadaster, OppSTeetMap
T T T
230000 240000 250000 260000 270000

Figure 3.2. Locations of 59 (of 70) instrumented boreholes and co-located accelerographs (black
circles) being installed by NAM. Also shown are the KNMI accelerographs (red triangles) and five
200-m boreholes installed with geophones that KNMI has operated for many years (blue squares).

There are two other accelerograph networks operating in the Groningen field. An additional
60 accelerographs have been installed (in clusters of three instruments at each of 20
locations) on the key facilities of the NAM gas production network in the field. The purpose
of the NAM accelerograph is to allow safe shut-down of the facilities if accelerations in excess
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of specific thresholds are exceeded, but the records obtained by these instruments will also
be made available and are likely to be added to database used for derivation of the GMPEs,
provided that the records are not excessively contaminated by the influence of the gas
production plant and equipment at the sites. The records obtained to date are being
evaluated—and compared to those from the other networks during the same events—uwith a
view to their subsequent incorporation into the database (Section 13.1). If the records are
judged to be usable for ground-motion prediction purposes, it will be necessary to expand
the current programme of field measurements being conducted by Deltares (Section 4.5) to
also incorporate these recording locations.

A fourth network consists of some ~300 accelerographs that have been installed by TNO,
under contract to NAM, in some public buildings and private homes. The latter instruments
were installed in homes selected by requests made in response to an open invitation by
NAM. The spread and density of this network is such that it could provide invaluable
information for the refinement of the ground-motion model. To date the records obtained from
these instruments have not been incorporated into the database because of concerns
regarding their installation. The digital accelerographs have been mounted on small steel
brackets and in many instances the brackets have then been affixed to walls several
centimetres above the floor, which means that contamination of the records by the building
response is very likely. Comparisons of recorded PGA values from these instruments with
those from the KNMI accelerographs obtained in two earthquakes suggested that the former
were generally somewhat higher, although the number of records in the latter database may
be insufficient to draw such conclusions with confidence. If the trend is genuine, it might
indicate amplification of the ground shaking due to structural response. Another possibility
that has been suggested is that the network may be inherently ‘biased’—perhaps to locations
with softer ground conditions—because residents who feel the shaking episodes more
clearly may have been more motivated to make a request for an instrument to be installed in
their abode (John Douglas, personal communication, 2015). Investigations are ongoing to
document the installation details of each instrument and examine the recordings for evidence
of structural influence. Additionally, experiments are being planned that will involve the
installation of free-field instruments on small concrete slabs adjacent to some of the
instrumented buildings in order to identify the extent of the influence of the building response
on the recorded motion (Kees Tanis, personal communication, 2015). As for the instruments
installed at the NAM facilities, for any TNO-installed station assessed to be producing usable
records, it will ultimately be necessary to perform in situ measurements for the location-
specific Vs profiles (Section 4.5).

Other instruments that are either operational in the field or in the process of installation
include KNMI velocity recorders in shallow boreholes, the geophones in the 70 new 200-m
boreholes and the geophones installed at reservoir depth in two deep boreholes being
installed by NAM. All of these data will be examined and incorporated where appropriate for
subsequent refinements of the model—in particular the borehole geophones may be very
useful for calibrating the site response model—but for the development of the initial V2 GMPE
only records from surface accelerographs are being considered.
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3.2. Strong-motion database for Groningen

For the V1 GMPEs, records were selected from events of magnitude 2.5 and greater for
which the accelerograms were judged, on the basis of visual inspection, to have acceptably
high signal-to-noise ratios. The records were adjusted using linear or polynomial baselines,
as needed, after truncation of the pre-event memory, and used to generate response spectral
ordinates at periods up to 2 seconds. The total dataset consisted of 85 recordings from 12
earthquakes.

For the V2 GMPEs, the database has been considerably expanded through the addition of
four more recent earthquakes, two of which had lower magnitudes (Figure 3.3). With the
expansion of the recording networks, the number of records being obtained from each
earthquake has increased appreciably (Table 3.1): the first eight events produced an average
of 5 records each whereas the most recent eight events have yielded more than 2.5 times
as many records. With the expansion of the recording networks, this trend can be expected
to continue and increase, which is very promising for future refinements of the model (as
discussed in Section 13.1).
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Figure 3.3. Magnitude-distance distribution of the V2 database. The lower plot distinguishes the
data from the 12 earthquakes in the V1 database (blue triangles) and the additional recordings
added to the V2 database (red triangles)
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Table 3.1. Numbers and features of records from each earthquake

EQ Date M Recs | Min. Repi | Max. Repi | Max. PGA | Max. PGV
ID Y M | D (km) (km) (9) (cm/s)
01 2006 | VIII 8 35 4 3.31 8.79 0.050 1.25
02 2008 X 30 3.2 6 1.20 5.32 0.035 1.44
03 2009 v 8 3.0 5 0.63 7.95 0.023 0.62
04 2011 [ 19 24 4 3.24 5.29 0.007 0.18
05 2011 VI 27 3.2 8 1.21 11.78 0.027 1.21
06 2012 | VIl 16 3.6 7 1.97 9.64 0.084 3.51
07 2013 | 19 24 3 0.85 8.61 0.016 0.57
08 2013 I 7 3.2 3 1.23 5.64 0.031 1.44
09 2014 I 13 3.0 14 1.76 9.30 0.070 1.62
10 2014 IX 1 2.6 5 13.99 19.27 0.0003 0.02
11 2014 IX 30 2.8 12 4.79 17.30 0.002 0.11
12 2014 XI 5 29 14 2.46 16.17 0.077 1.78
13 2014 XIl 30 2.8 14 2.73 22.54 0.017 0.35
14 2015 [ 6 2.7 14 1.22 11.32 0.013 0.43
15 2015 I 25 2.3 17 1.59 14.94 0.039 0.36
16 2015 I 24 2.3 16 1.41 14.74 0.008 0.18

The locations of the recording stations and the earthquake epicentres are shown in Figure
3.4. As for the V1 database, recordings from the FRB2/BFB2 station have been excluded
because of a strong and as-yet unexplained high-frequency content throughout the entire
signal (Bommer et al., 2015a).
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Figure 3.4. Location of the accelerograph stations (left) and the epicentres of the earthquakes in the
current database (right); earthquake ID numbers as in Table 3.1

Epicentral distances are calculated using the station coordinates and epicentral locations

provided by KNMI, and all focal depths are assumed to be equal to 3 km (i.e., all earthquakes
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are assumed to be located within the gas reservoir). As for the V1 GMPE, it is assumed that
local magnitudes calculated by KNMI are equivalent to moment magnitudes (i.e., ML = M).
Since only local data are being used in the derivation of the GMPEs and since the same
assumption is invoked for the earthquake catalogue used to define the seismicity model, the
guestion of the magnitude scales is not critical in terms of internal consistency of the models.
However, it is recognised that the issue does need to be addressed in depth and the true
nature of the relationship between local and moment magnitudes for Groningen does need
to be resolved. With this in mind, a separate and parallel study of this specific topic is being
undertaken (Dost et al., 2015).

An important point to note here is that from V1 to V2, the values of six earthquake magnitudes
have been updated (in Figure 3.3 and Table 3.1 the updated values are used). The changes
apply to six of the first eight earthquakes, which was the database used to derive the VO
GMPE (Bourne et al., 2015). On inspection, it transpired that these magnitudes were early
estimates of M obtained by KNMI and their use was inconsistent with the adoption of the
same ML values used for the earthquake catalogue. The resulting changes varied from +0.1
to -0.4, with an average change of -0.1 over the six earthquakes. Figure 3.5 shows the
changes to the magnitude-distance distribution as a result of these corrections.
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Figure 3.5. Magnitude-distance distribution of the V2 database (solid triangles); the circles show the
values from the V1 database that were corrected in this update.

The final database consists of 146 records from 16 earthquakes. Among the criteria that
Bommer et al. (2010) put forward for basic acceptability of empirical GMPEs was the
specification that the database should include at least 10 earthquakes for each unit of
magnitude covered and 100 records per 100 km of distance covered. In the magnitude range
from 2.3 to 3.6, the database now includes 11.4 records per magnitude unit, which is
therefore acceptable (although, of course, this does not allow for extrapolation to larger
magnitudes if this were done empirically). In terms of distance, the criterion proposed by
Bommer et al. (2010) is satisfied and exceeded by a factor of more than 6. Since some of
the coefficients of the model are constrained by direct empirical regression (see Chapter 6),
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these indicators are useful although it is clear that the constraint on earthquake-to-
earthquake variability may not be as robust as would be desired.

A very important improvement of the V2 database with regard to that used to derive the V1
GMPEs is that the records have been uniformly processed with individually selected high-
pass filter parameters to remove long-period noise. Full details of the record processing is
presented in a separate report (Ntinalexis et al., 2015a) and the filter parameters are
summarised in the database report (Ntinalexis et al., 2015b) but a brief summary is given
here for completeness. The records were processed using an 8-order acausal Butterworth
filter with the cut-off selected on the basis of deviation of Fourier amplitude spectrum (FAS)
of acceleration of the record from an ideal f* trend. Signal-to-noise ratios from the FAS were
also explored using the pre-event memory as the noise model but the very low amplitude of
many of the records made it very difficult to clearly distinguish a pre-event memory from the
signal. The same filter was applied to both horizontal components on each recording to allow
for the possibility of vector resolution and other such operations on the processed
accelerograms (Boore & Bommer, 2005). The maximum usable period was then defined as
0.9 of the long-period cut-off, confirmed as appropriate by comparison between the
acceleration response spectra of filtered and unfiltered records, and also consistent with the
recommendations of Akkar & Bommer (2006) for digital accelerograms. However, the filter
cut-offs that were applied were less severe than might be expected for such small-magnitude
recordings, suggesting that the recording are of very high quality (see Fig. 2 of Akkar &
Bommer, 2006). The consequence of the filtering is that the number of spectral accelerations
available for analyses decreases with increasing oscillator period (Figures 3.6 and 3.7). Up
to 0.5 seconds, the full dataset is retained and even up to 0.85 seconds only 8 records (5%
of the data) drop out because of the usable period range. Thereafter, however, the rate of
attrition increases sharply and at 1 second only 78% of the records are retained and at 1.5
seconds this is reduced to 42%. For response periods of 3 seconds and greater there are no
usable records at all (Figure 3.7). For response periods beyond 1 second, the data are
unlikely to be sufficient to serve as a basis for constraining the aleatory variability (sigma)
and other features of the ground-motion model, which means that there will be additional
uncertainty associated with the predictions for longer periods.

In terms of the amplitudes of the motion, the largest recorded PGA is still the 0.084g value
obtained in the 2012 M 3.6 Huizinge earthquake (Table 3.1); the same record produced the
maximum recorded PGV of 3.5 cm/s. The geometric mean values of PGA of the entire
database are plotted against distance in Figure 3.8. General trends of increasing acceleration
with increasing magnitude and decreasing distance can be observed, as would be expected.
A noteworthy observation is that less than 30 records (i.e., about 20% of the dataset) have
geometric mean PGA values greater than 0.01g. Similar plots are shown for response
spectral accelerations at different oscillator periods in Figure 3.9 but without any grouping by
magnitude range.
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Figure 3.6. Magnitude-distance distribution of the spectral acceleration as a function of oscillator

Figure 3.7. Number of usable records as a function of oscillator period, showing the total number
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against epicentral distance; only the usable records are plotted at each period
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3.3. Additional small-magnitude events for inversions

The database of 146 records from 16 earthquakes presented above is the compilation of
accelerograms considered for direct use in the regressions to constrain elements of the
GMPEs (Chapter 6) and also for the estimation of elements of the aleatory variability
(Chapter 10). It is noted that for the V1 GMPE, a lower magnitude limit of M 2.5 was
considered (since smaller events did not contribute to the hazard or risk estimates) and if this
same limit applies for the V2 GMPE then the database is reduced to 106 records from 12
earthquakes, since the two most recent events are smaller than the lower limit (Table 3.1).
For the inversions to estimate the source, path and site parameters, however, provided the
records have acceptable signal-to-noise there is no need to impose a lower magnitude limit.
With this mind, additional recordings were included in the database for the inversions, and
the characteristics of these additional recordings are summarised in Table 3.2.

Table 3.2. Numbers and features of records from each additional earthquake in the expanded
database used for the inversions of Fourier amplitude spectra

EQ Date M | Recs | Min. Repi MaxX. Repi Max. PGA | Max. PGV1
ID Y M D (km) (km) (9) (cm/s)
A01 2013 IX 04 2.8 1 4.1 4.1 0.0260 0.4142
A02 2013 Xl 26 2.0 9 1.5 13.7 0.0143 0.1988
A03 2014 1l 11 23 6 10.8 18.2 0.0006 0.0176
A04 2014 I 18 2.1 10 4.1 16.7 0.0035 0.0524
A05 2014 VI 02 2.1 2 11.6 18.2 0.0007 0.0877
A06 2014 VIl 09 2.0 8 1.1 12.9 0.0344 0.3660
A07 2015 v 27 2.0 6 0.5 12 0.0086 0.1458
A08 2015 VI 07 2.1 10 6.4 14.9 0.0058 0.0960

The additional data comprises a total of 52 recordings from 8 additional earthquakes, after
removing those considered to have insufficiently good signal-to-noise ratios; amongst these,
12 had only a single horizontal component considered usable. The additional data bring the
total database for the inversions up to 198 records from 24 earthquakes with magnitudes
between 2.0 and 3.6. However, whereas records from the FRB2/BFB2 station were excluded
from the analyses of residuals and empirical regressions, the application of high-frequency
filters allowed the use of these records for inversions, which added another 5 records from
the main database. In summary, a database of 203 records from 24 earthquakes with
magnitudes from 2.0 to 3.6 was assembled for the V2 inversions, which is a considerable
improvement from the database of 85 records from 12 earthquakes with magnitudes from
2.6 to 3.6 used for the V1 inversions.

Most of the additional records are from smaller earthquakes than the lower limit in the main
database (Figure 3.10), with one important exception: a single recording (at station BWSE)
of a magnitude 2.8 earthquake on 4 September 2013. In fact, there are a few records from
this event, which will be added to the database for the next iteration of the model (this
information came to light when the analysis to develop the V2 models was already advanced,;
the event occurred at the time of the network upgrade and of the 5 stations recording the
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earthquake, only BWSE was fitted with new sensors and loggers and streaming in real-time).
The expansion of the database is discussed in Section 13.1 of the report.
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Figure 3.10. Magnitude-distance distribution of the total database used for the inversions; the
additional records to the database assembled for the regressions are shown as red crosses

As can be appreciated from Table 3.2, the additional records are generally rather weak and
consequently their usable period range was found to be rather limited. Adopting the filter cut-
offs applied to process these records and the same criterion to define the maximum usable
period as adopted for the main database (see Section 3.2), the number of usable horizontal
components from these additional records as a function of oscillator period is shown in Figure
3.11; the rate of drop-off is even higher than that shown in Figure 3.7, which is consistent
with the smaller magnitudes.

-k
o
o

Number of usable horizontal components

Period (s)

Figure 3.11. Number of usable horizontal components as a function of oscillator period for the
additional recordings (red crosses in Figure 3.10)
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4. CHARACTERISATION of RECORDING STATIONS

In accordance with the decision to develop ground-motion predictions at the NU_B horizon
and to then combine these with site amplification factors, the first stage of the work is to
transform the surface recordings to the NU_B horizon. For this purpose, site amplification
factors at each of the recording stations, defined relative to the NU_B horizon, are required.

4.1. Site kappa values for recording stations

Following the approach of Anderson & Hough (1984), the slope of the high-frequency decay
(—mk) of log-Fourier amplitude spectra of acceleration (FAS) is determined for each of the
recordings with a sufficient signal-to-noise ratio (SNR). k is measured directly from the
recorded FAS by fitting a line with gradient equal to —mik to the high-frequency part of the
log-FAS. The frequency range over which the slope is measured is from f1 (lying above the
source corner frequency) to f2, which should lie below the frequency at which the noise floor
begins (a SNR of 3.5 is used to define f2).

The decay of the high frequency FAS has, in the past, been attributed to both source, and
path and site effects, but the majority of studies find dominant effects related to the path and
site, with k increasing with distance from the source. This has been interpreted as related to
Q, where attenuation acting along the whole path length contributes to the loss of high
frequency energy, such that:

4.1
I ﬂ(r)Q(r) @

where g (r) and Q(r) are the shear wave velocity and Q at given points along the propagation
path, respectively. From borehole analyses (e.g., Abercrombie & Leary, 1993) it is apparent
that the bulk of this observed high-frequency decay is due to attenuation (Q) in the uppermost
layers of rock and soil. Since the near surface is (i) significantly more heterogeneous than
the deeper layers and (ii) the time spent in the near surface is significantly shorter we can
separate path and site components in Eq. (4.1):

R
K:_+K0 (42)

R

where £ and Q are the average shear wave velocity and attenuation along the path (excluding
the uppermost layers) and k, is the path-independent site specific attenuation attributed to
the uppermost layers. Conceptually this defines a layer-over-half-space model, with the layer
depth, H, not explicitly defined. The component of k that increases with distance from the
source is attributed to Q in the half-space, while the ‘zero-distance’ part k, is attributed to
propagation in the upper layers, where body wave paths are mostly vertical due to the
velocity reduction. Consistent with its implementation in forward simulations (SMSIM; Boore,
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2005a), and Egs. (4.1) and (4.2) for short path lengths, the distance used in Eq. (4.2) is
hypocentral distance. This is different to the distance used by Anderson & Hough (1984),
which was epicentral distance.

The minimum frequency used to measure the slope of the FAS of acceleration (f1) was
calculated based on the expected source-corner frequency for a 5 MPa earthquake
according to the model of Brune (1970). f1 is set to 10 Hz for earthquakes with M = 2.7, and
15 Hz for events with 2.5 < M < 2.7. Events with M < 2.5 were not used, as the remaining
frequency bandwidth (e.g., with f1 set to 20 Hz) was found to be insufficient to reliably
measure k. The upper frequency (f2) is record-specific and is defined as the highest
frequency at which the signal-plus-noise-to-noise ratio exceeds 2.5 (equivalent to a SNR of
1.5). An example of the k fits is shown in Figure 4.1; the full set of plots for all the recordings
is presented in Appendix .
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Figure 4.1. Example of —mk fits (blue) to the FAS of acceleration (black) for stations BHKS, BHAR
and BSTD. Noise FAS estimates are shown in red, with the fitting limits f; and f. indicated by dotted
vertical lines.

After determining k for all records with suitable SNR k, values for each station are
determined by separating the path (Q) and site-specific components (k,) in Eq. (4.2).
Different approaches can be used to effectively decouple the path and site components. In
Anderson & Hough (1984) this was performed individually for each station, effectively
providing a unique Q for each station (although they did not state Q explicitly). For our
purpose we require a field-wide average Q for use in the simulations for response spectral
ordinates. Two approaches are used here, the first is to use an iterative approach—where
we can take advantage of an outlier-resistant approach (minimisation of the misfit modulus,
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L1)—with an initial regression using all stations for a common Q and record-average k.
Subsequent station-by-station regressions are performed using this Q as a priori, searching
only for the best fitting site-specific x,.The second approach is to solve simultaneously for Q
and site specific k, using a least-squares minimisation. The latter (matrix) approach avoids
issues related to uneven data sampling.

Using all available data, the L1 solution for Q was 250 using an average shear-wave velocity
of 2.6 km/s. For the purpose of comparison Q was 185 using a more common average crustal
shear-wave velocity of 3.5 km/s. A bootstrapping procedure was used to estimate the
uncertainty, resampling the data 1000 times with random selection (with repetition) in each
sub-sample. The resulting Q values span the range 113 to no attenuation (infinite Q), with a
mean value of 262 and lower and upper limits of the standard-deviation at 188 and 543
respectively. Using the mean value from the bootstrap analyses, site specific k, were
obtained for 25 stations (Figure 4.2). Using the matrix approach, a Q value of 273 was found,
with standard-error spanning limits 220 to 359. The k, values, along with standard errors,
obtained for the sites using this method are shown in Table 4.1.

Table 4.1. Estimates of K for Groningen accelerograph stations

Station Matrix 1cq (s) Std. Error (s) Iterative K (s) Std. Error (s) No. Records
BAPP 0.0660 0.0091 0.0663 0.0132 2
BFB2 0.0390 0.0095 0.0394 0.0051 2
BGAR 0.0650 0.0075 0.0654 0.0036 4
BHAR 0.0477 0.0075 0.0480 0.0028 3
BHKS 0.0646 0.0124 0.0649 -- 1
BLOP 0.0455 0.0064 0.0459 0.0033 5
BMD2 0.0483 0.0077 0.0487 0.0077 3
BONL 0.0536 0.0079 0.0540 0.0043 3
BOWW 0.0638 0.0067 0.0642 0.0050 5
BSTD 0.0561 0.0068 0.0564 0.0059 4
BUHZ 0.0583 0.0088 0.0585 0.0164 2
BWIN 0.0591 0.0091 0.0595 0.0023 2
BWIR 0.0334 0.0078 0.0338 0.0040 3
BWSE 0.0469 0.0092 0.0473 0.0030 2
BZN2 0.0542 0.0066 0.0545 0.0050 5
GARST 0.0607 0.0063 0.0609 0.0043 4
HKS 0.0580 0.0059 0.0583 0.0044 5
KANT 0.0712 0.0085 0.0713 0.0007 2
MID1 0.0648 0.0086 0.0650 0.0118 2
MID3 0.0662 0.0071 0.0664 0.0085 3
STDM 0.0710 0.0120 0.0712 -- 1
WIN 0.0436 0.0062 0.0437 0.0055 4
WSE 0.0578 0.0085 0.0579 0.0036 2
ZAN1 0.0495 0.0063 0.0497 0.0089 4
ZAN2 0.0621 0.0071 0.0623 0.0148 3
Average 0.0562 0.0080 0.0565 0.0058 44
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Figure 4.2. Bootstrap results of fitting Q and record-average k,

A comparison between the k, values found for the V2 GMPE and those values found for the
V1 GMPE (the site-specific versions of which were not directly used; Bommer et al., 2015a)
is shown in Figure 4.3. On average, the k, values are slightly higher (~0.005 s) in this version,
owing to the slightly higher Q used. The scatter highlights the uncertainty of the values, which
are based on few recordings and should not be over-interpreted.
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Figure 4.3. Comparison of k, obtained for the expanded Version 2 dataset compared to the values
found for the Version 1 GPME dataset; error bars indicate standard errors
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4.2. Preliminary stations profiles for site response analyses

In order to deconvolve the motions recorded at the surface down to the NU_B horizon, it was
necessary to calculate the transfer functions at the location of each recording station. This
required profiles of Vs, density and damping at each of the locations to be generated, but
since only linear response is expected for the motions in the current database, modulus
reduction and damping curves (against shear strain) are not required. The profiles developed
for all of the station sites are presented in Appendix II, each plot showing the full profile down
to the NU_B horizon and also the uppermost 50 m on separate plots in order to allow the
near-surface details to be appreciated. The profiles from all the sites over the full depth are
shown together in Figure 4.4. The plots confirm the consistency of the profile at greater
depths, apart from the depth at which the NU_B is encountered (See Figure 2.6), and also
the considerably variability of the near-surface profiles. The latter feature justifies the need
for location-specific site amplification factors rather than the network-average factors implicit
in the V1 GMPE. Moreover, these profiles indicate that there is likely to be even greater
lateral variation over the entire study area, which further reinforces the need to model the
site amplification functions at different locations.
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Figure 4.4. Profiles of shear-wave velocity, unit weight and density at the KNMI accelerograph
stations; for the plots at individual stations see Appendix Il
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The profiles were developed by Deltares using the field-wide models that have been
developed as part of the Groningen seismic hazard and risk assessment project (Kruiver et
al., 2015). Brief explanations regarding the sources of information for the three sets of profiles
are given below. Greater details regarding many aspects of the profile construction are
provided in Chapter 7, where the development of such profiles for non-linear site response
analyses over the entire field is described.

Shear-wave velocity, Vs

The Vs profiles are a combination of three models of Vs of varying depth ranges. The shallow
depth range from the surface to NAP-50 m consists of Vs values assigned to vertical sections
through the GeoTOP model of stratigraphic units and lithological class (Section 7.1). The Vs
values are based on the average Vs measured in the Groningen SCPT (seismic CPT) dataset
for each combination of stratigraphical unit and lithological class. The intermediate depth
range, from NAP-50 m to approximately NAP-120 m, is based on the reinterpretation of the
ground-roll signal from Shell’s legacy data of land seismic surveys (Section 7.2). Between a
depth of approximately NAP-70 m and the reference baserock horizon NU_B, the Vs is
derived from the improved time-to-depth (T2D) model from the seismic imaging of the
reservoir (Section 7.2).

Density or Unit Weight

The assignment of unit weight is based on representative values for lithostratigraphical units
derived from CPTs using Lunne et al. (1997). For the Formations of Oosterhout and Breda,
present at deeper depth ranges, the density is taken to be constant, consistent with the
borehole logs from two NAM boreholes BRWS5 and ZRP2 (see Section 7.4).

Damping

Small strain damping (Dmin) is derived using Darendeli’s 2001 equation for Dmin for clay and
sand (Section 7.5) and the newly derived equations for damping for peat (Section 7.6). Dmin
is dependent on loading frequency and number of cycles of loading; default values were
used for frequency (1Hz) and for the number of cycles (10). Other input parameters for the
small strain damping equations are unit weight, over-consolidation ratio (OCR) and plasticity
index (Ip). For each layer, these values were automatically estimated combining geological
layering model (Kruiver et al., 2015) with representative values derived from CPTs (Lunne et
al., 1997; Skempton & Henkel, 1953; Sorensen & Okkels, 2013) and expert geotechnical
judgement.

The kappa measured at the stations (Section 4.1) reflects the combined effect of attenuation
below the NU_B horizon and the attenuation of the material above the NU_B horizon, which
results from the combined effect of material attenuation (due to Dmin) and the effects of wave
scattering. We can evaluate these effects by looking at the high frequency slope of the
amplification factors at the station (Section 4.3); for simplicity we denote this contribution to
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kappa, «,.. These damping values are shown in Figure 4.5. As expected, these values are
lower than the kappa values measured at the stations (Section 4.1).
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Figure 4.5. Comparison of K, obtained from the expanded Version 2 dataset compared with the

contribution to kappa at the stations estimated from 1D site response through the material above
NU_B (. )

Surface Geology and Vsao at the Stations

Figure 4.6 shows the locations of the recording stations superimposed on the general
geological map of the Groningen field from Kruiver et al. (2015). Table 4.2 summarises the
surface geology at each station, inferred from this map, together with the Vsso values
calculated from the profiles in Appendix Il. In general, the stations with lower Vs3o values are
found in the north of the field, where Holocene deposits of clays and peats are encountered,
whereas the higher Vsso values are encountered to the south where Pleistocene deposits—
mainly sands—predominate. Over the network of stations, the Vss3o values calculated from
the preliminary profiles range from 180 m/s to 277 m/s, with an average value of 212 m/s
and median value of 200 m/s. These values are broadly consistent with those determined for
the entire field (Kruiver et al., 2015). There are two important conclusions that can be drawn
from these results, the first being that although the range of Vsso values may only be 100
m/s, in terms of relative changes from one location to another the spatial variation is
appreciable. Secondly, in most site classification schemes the entire study area would be
denoted as ‘soft soil’ and therefore significant site effects may be expected.
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Figure 4.6. Geological map of the Groningen area from Kruiver et al. (2015) showing the locations
of the recording stations
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Table 4.2. Geological descriptions and calculated Vs3zo values of recording station sites

Station
Code

Vs30

(m/s)

Geological description of near-surface profile at station

BAPP

180

The location is situated in a non-erosive area. The Holocene deposits consist of
clay with a peat layer in between at a depth of 1 metre. The basal peat is present in
this area. Top of the Pleistocene is found at a depth of £ 5 metres with a slope to
the east to 6 metres. Glacial till is present. The location is situated in the middle of a
Peelo valley with a depth of 180 metres.

BMD1

180

The location is situated in a non-erosive area bordering a small erosive valley in the
north at a distance of 700 metres with a depth up to 15 metres. Pleistocene is
covered by Holocene deposits with a thickness of £ 10 metres. The deposits can be
divided in a coverage layer of clay with a thickness of £ 3 metres on a sandy layer.
The basal peat and older clay has remained untouched and present.

BOWW

184

The location is situated in a non-erosive area. The top of the Pleistocene is situated
at a depth of 8 to 10 metres. The Holocene deposits consist of a clay layer with a
peat layer in between at a depth of £ 2.5 metres. Basal peat is present in this area.
To the east at a distance of 500 metres is a small erosive valley with clay on top of
boulder clay from the formation of Drente. The top of the boulder clay is found at a
depth of 10 metres. The location is situated on the bottom of a Peelo valley with a
depth of 100 metres.

BONL

186

The location is situated on a NW — SE running ridge with a width of 1500 metres
and sided with Holocene erosion valleys with a depth up to + 25 metres. The
Pleistocene is covered with + 14 metres of Holocene deposits mostly consisting of
sand with clay layers. The base of the Holocene consists of basal peat or humid
clay and therefore the top of the Pleistocene is not eroded.

BZN2

186

The location is situated in a non-erosive area bordering an erosive valley in the
West. The Pleistocene is covered with Holocene deposits consisting mostly of sand
that is part of an erosive system but at the base older clay and basic peat has
remained untouched. Thickness of the Holocene is up to £ 12 metres. The location
is situated outside the Peelo valleys.

BZN1

189

The location is situated in a non-erosive area. The Pleistocene is covered with
Holocene deposits consisting mostly of sand that is part of an erosive system but at
the base older clay and the basal peat has remained untouched. Thickness of the
Holocene is up to £ 12 metres. The location is situated outside the Peelo valleys.

BGAR

193

The location is situated on the edge of a non-erosive area bordering an erosive
valley in the east. The Pleistocene is covered with + 14 metres of Holocene
deposits consisting of sands and clay. The base of the Holocene consists of Basic
peat or humid clay and therefore the top of the Pleistocene is not eroded.

BWSE

194

The location is situated in a narrow Holocene erosive valley with a width of £ 800
metres. The depth of the valley is 12 metres southwest of the location and
deepening up to = 20 metres to the northeast. The Holocene fill of the valley is in
the southwest in majority clay and to the northeast a mix of sand and clay. In the
non-erosive surrounding area, the basal peat is found on the top of the Pleistocene.
The accelerograph is positioned either within our just outside this Holocene valley.
The site is position outside of the Peelo valley.

KANT

196

The location is situated in an erosive area within distance of 750 metres from a non-
erosive area in the southeast. The Holocene deposit consist of clay with an erosive
sand base on top of a thin Pleistocene sand layer. Underneath ‘Pot clay’ (Peelo
formation) can be found.The location is situated in an erosive area within distance
of 750 metres from a non-erosive area in the southeast. The Holocene deposit
consists of clay with an erosive sand base on top of a thin Pleistocene sand layer.
Underneath ‘Pot clay’ (Peelo formation) can be found. Top of the Pleistocene at the
location is found at a depth of + 20 metres. In the southeast the top Pleistocene
depth is £10 metres with a slope to the north and the northeast to 25 metres.

BMD2

198

The location is situated in a non-erosive area bordering a small erosive valley in the
West at a distance of 100 metres with a depth up to 15 metres. Pleistocene is
covered by Holocene deposits with a thickness of + 10 metres. The deposits can be
divided in a coverage layer of clay with a thickness of £ 3 metres on a sandy layer.
The basal peat and older Clay has remained untouched and present.
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Table 4.2. Continued.

Station
Code

Vs30

(m/s)

Geological description of near-surface profile at station

BWIN

198

The location is situated in a non-erosive area. The top of the Pleistocene is situated
at a depth of 6 to 7 metres. The Holocene deposits consist of a clay layer with a
peat layer in between, at a depth of £ 3 metres. The basal peat is present in this
area as is the glacial till. The location is situated on the bottom of a Peelo valley
with a depth of 135 metres.

BSTD

199

The location is situated in a non-erosive area. The top of the Pleistocene is situated
at a depth of £ 9 metres. The Holocene deposits are clay layers. The basal peat is
present in this area. Possibly part of the survey line is positioned on an small
erosive channel. The location is situated on the declining slope of a Peelo valley
that reaches from 40 metres at the location up to the maximum depth of 136 metres
in the centre over a distance of 2.5 kilometres to the east.

BLOP

202

The location is situated in an erosive area with clay on top of the Pleistocene. The
top of the Pleistocene is situated at a depth of £ 10 metres. The Holocene deposits
consist mainly of Clay. To the south east at a distance of 500 metres a thin layer of
basic peat covers the Pleistocene. The location is situated on a declining slope of a
Peelo valley that reaches from 70 metres at the location up to the maximum depth
of 115 metres in the centre over a distance of 2 kilometres to the southeast.

BWIR

203

The location is situated in a non-erosive area. The top of the Pleistocene is situated
at a depth of 6 to 7 metres. The Holocene deposits consist of a clay layer with a
peat layer in between at a depth of £ 3 metres. The basal peat is present in this
area as is the glacial till. The location is situated on a declining slope of a Peelo
valley that reaches from 109 metres at the location up to the maximum depth of 115
metres in the centre over a distance of 0.5 kilometre to the northwest.

BUHZ

203

The location is situated in an erosional valley bordered in the east by a non-erosive
area. Eem deposists (sand) are present. Pleistocene is covered with erosive
Holocene deposits consisting of fine sand. Thickness of the Holocene differs from
14 metres in the east of the line up to 30 metres to the west in the centre of the
erosive channel. The site is position outside of the Peelo valley.

BHKS

215

The location is situated in a non-erosive area. The Holocene deposit consists of
clay with a peat layer in between at the depth of 0.5 meter. Basic peat is present in
this area. Top of the Pleistocene is found at a depth of £ 5 metres. Eem deposits
(sands) are present. Glacial Till (Boulder clay) is present. At a distance of 1
kilometre to the west of the line an erosive valley with a depth of + 8 meter can be
found oriented towards the northeast. Here the Holocene clay layer is present on
the Pleistocene that consists of boulder clay or cover sand. The location is situated
on a flat part of a Peelo valley between two deeper valleys, the base of the valley
varies from 63 metres at the accelerograph station up to the maximum depth of 174
metres in the centre of the valley over a distance of 1.5 kilometre to the southwest.

G340

219

Location is situated in a non-erosive area. The Pleistocene is covered with = 4
meter of Holocene deposits consisting mainly of peat The pleistocene consists of a
thick layer of cover sand (Boxtel Formation) with a thickness up to 7 mtr. At the
location Eemian is found consisting of loam and medium coarse sand upon ‘pot
clay’ of the Peelo formation at a depth of 14mtr. The location is situated on a Peelo
valley with a depth of 105 meter, the maximum depth of the valley is 175 meter in
the centre.

BHAR

221

The location is situated in a non-erosive area. The Holocene clay has not been
deposited only a peat layer is found on top of the Pleistocene. The peat layer has a
thickness of 40 cm. To the north the peat layers thickens up to 1 metre. Eem
deposists (sand) are present. The location is situated on the end of a declining
slope of a Peelo valley that reaches from 70 metres at the location up to the
maximum depth of 106 metres in the centre over a distance of 1.3 kilometres to the
northwest.

G240

238

Location is situated in a non-erosive area. Pleistocene is covered with + 4 meter of
Holocene deposits consisting of clay upon the Basal peat. Top of the Pleistocene is
therefore not eroded A thin layer of boulder clay is found in the vicinity of the
location, but is not wide spread. The Peelo formation is found at a depth of 5to 6
metres, main lithology is medium fine sands At a distance of 2000 metres to the
west a deep NW-SW running Peelo valley can be found with a depth of + 170 m.
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Table 4.2. Continued.

Station Vs30 Geological description of near-surface profile at station
Code (m/s)
G400 244 The location is situated in a non-erosive area. The thickness of the Holocene is very

limited (0-2 metres). The top of the Pleistocene consists of cover sands which
overlie a thin layer of glacial till (1-2 metres). The site is situated at a flank of a
Peelo valley, a thick layer of 'pot klei' could be is present.

G460 256 The location is situated in a non-erosive area. To the north a small incised
Holocene valley is present. The thickness of the Holocene is very limited (0-2
metres). The top of the Pleistocene consists of a thick payer of cover sands. The
site is situated ion the flank or just outside a Peelo valley. The Peelo Formation
consists probably of fine to coarse sand and clay layers.

G450 258 | The location is situated in a non-erosive area. The thickness of the Holocene is very
limited (0-2 metres). The top of the Pleistocene consists of a thick payer of cover
sands which overlie clay and sand layers belonging to the (lacustrine) Eem
formation . The site is situated in the centre of a Peelo valley (south end of a north-
south valley). The valley fill consists probably of fine to coarse sand.

BFB2 273 The location is situated in an area with cover sand (Boxtel Formation) at the
surface. There are no Holocene deposits present. Locally some thin peat layers
can be found at or near the surface. Eem deposits (sand and clay) are present. The
location is situated on a declining slope of a Peelo valley that reaches from 78
metres at the location up to a maximum depth of 100 metres in the centre of the
valley, over a distance of 1 kilometre to the southwest.

G300 277 Location is situated in a non-erosive area. The Pleistocene is covered with + 4
metres of Holocene deposits consisting of clay upon the Basal peat. The Peelo
formation has an almost horizontal top.

There might be a thin layer glacial till present. The Peelo formation is found at a
depth of 5 to 6 metres, main lithology is medium fine sands. The top of the Peelo
formation can consist of clay.

4.3. Site response analyses and linear amplification factors for stations

In order to apply the procedure illustrated in Figure 2.3 to develop the GMPE for rock motions
at the NU_B horizon, it is necessary to transform the surface recordings to that level. For
different elements of the model-building process, both the Fourier amplitude spectra (FAS)
of acceleration and acceleration response spectra are required at the NU_B horizon, so
amplification factors are required in both domains. The methodology applied to calculate
these amplification factors is 1D linear analysis using the random vibration theory (RVT)
approach as implemented in the program STRATA (see Section 8.1). As noted in the
previous section, due to the low amplitudes of the recorded motions only linear response is
expected hence the only input needed are the profiles described in Section 4.2, together with
the properties of the elastic half-space starting at the NU_B horizon (namely, Vs = 639 m/s,
unit weight = 20.05 kN/m?3).

The input motions at the NU_B horizon, which are required for the computation of the
amplification functions for response spectra, are obtained from point-source simulations
using the parameters used to generate the motions for the generation of the NU_B motions
subsequently used to derive the GMPE (see Section 6.1) for a range of scenarios reflecting
the ranges covered by the recordings: M 2.0 to 3.6, and distances from 0 to 20 km.
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Figure 4.7. Comparison of empirical transfer functions (red), shown +/- one standard deviation, with
computed transfer functions (green) for sites with (upper block) and without (lower block) a top-

most soft soil layer
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The analytical transfer functions computed with STRATA are smoothed using a Konno-
Ohmachi filter (Konno & Ohmachi, 1998) with the b-parameter set equal to 40. The computed
and smoothed FAS amplification factors, or transfer functions, are shown in Appendix I, and
the response spectra amplification factors in Appendix IV. At a few recording stations, the
inferred Vs profiles include a shallow (1-3 m) low-Vs layer that resulted in high-frequency
resonances; these layers were typically soft clays or peats. These high-frequency
resonances were not observed in the preliminary inversions conducted on the recorded data
(Figure 4.7). A decision was therefore taken to compute the site response for these stations
using a profile that did not include the shallow low-Vs layers. Figure 4.7 also includes the
comparison of the computed transfer functions with those estimated from the inversion for
profiles where the uppermost layers were removed. The comparison clearly shows that the
transfer functions obtained using the modified profiles fit the recorded data much better.
Table 4.3 lists the stations where the profiles assembled using the geological model of
Kruiver et al. (2015) were modified.

Table 4.3. Station for which the Vs profiles were modified

Station Modification
BHAR Remove top 1 m peat layer
G240 Remove top 2 m of soft clay
G300 Remove top 1 m peat layer
G340 Remove top 3 m (2 m clay layer, 1m Peat layer)
HARK Remove top 1 m peat layer
HKS Remove top 1 m peat layer
BAPP Remove top 3 m (2 m clay layer, 1m Peat layer)

4.4. In situ measurements of shear-wave velocities

In order to develop a GMPE including field-specific site response characteristics it is clearly
very important to have the best possible dynamic characterisation of the locations at which
the ground-motion recordings have been obtained. In this chapter we have presented station
characteristics as inferred from the recordings themselves, in terms of kappa, but the site
amplification functions have been calculated using profiles developed from a field-wide
model in which near-surface velocities are assigned based on lithology. Recognising the
need to have reliably measured shear-wave velocity profiles at the recording stations, NAM
commissioned Deltares to conduct in situ measurements at the locations of the KNMI
accelerograph stations (Figure 3.1) with a view to extending these subsequently to the new
accelerographs being co-located with the 200-m geophone boreholes (Figure 3.2).

The proposed campaign of in situ measurements envisaged applying a wide range of
techniques at the first few stations in order to test and calibrate the different approaches in
order to select those most suitable for general application across the networks. The multiple
measurement approach was also designed to provide insight into the inherent uncertainty in
the resulting Vs profiles and, to some extent, the degree of lateral heterogeneity at each site.
The techniques envisaged included seismic CPT (with differing offsets), active MASW (with
multiple sources), passive MASW, cross-hole measurements and PS suspension logging.
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Four of the accelerograph stations were identified as good candidates for the pilot
measurements using the full range of techniques based on sampling different surface
geological characteristics (Figure 4.6): BHAR, BOWW, BWIN, and BZN2.

Unfortunately, there were numerous and serious delays in obtaining access to many of the
sites that were selected for the pilot studies with the consequence that measurements were
not conducted in time for the interpreted profiles to be used in the initial development of the
V2 GMPE. For this reason, the profiles presented in Section 4.2 were generated and
employed, with a view to re-evaluating these profiles, and the resulting models, in the
subsequent revision and refinement of the V2 model. The use of the measured profiles in
these refinements is discussed in Section 13.2.
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5. INVERSIONS of GROUND MOTIONS for SOURCE, PATH and
REFERENCE ROCK PARAMETRES

In view of the limited magnitude range of the earthquakes currently represented in the
Groningen ground-motion database—uwith an upper limit of M 3.6—one of the key challenges
in developing the GMPEs for the hazard and risk models is the extrapolation to the largest
magnitude currently considered, M 6.5. As for the V1 GMPEs, this extrapolation is performed
using point-source simulations based on seismological theory. In order to perform these
simulations, estimates of the source, path and site parametres that define the Fourier
amplitude spectra (FAS) of the motion are required. This chapter presents the inversion of
the FAS of the Groningen ground-motion recordings to obtain estimates of these source,
path and site parameters.

5.1. Fourier amplitude spectra at the reference rock horizon

In order to develop a stochastic ground-motion simulation model at the reference rock
horizon (the base of the Upper North Sea group, NU_B; Section 2.3) we require source, path
and reference rock parameters at that horizon. The database of recorded surface motions
are therefore first deconvolved with the response of the overlying material. Since the
recordings are weak-motion—and therefore not expected to exhibit non-linear amplification
effects—we use linear site amplification (as presented in Section 4.3). This provides a fully
consistent approach as the same amplification functions (albeit with non-linear effects at high
ground-motion levels) are used to transform the reference horizon GMPE back to the surface
during hazard calculations.

Fitting source, path and site parameters for developing a stochastic simulation model
requires only the FAS. Therefore, the phase information is not required and the
deconvolution simply involves dividing the FAS of recordings at the surface by the linear FAS
amplification functions (Section 4.3; Appendix IlI).

5.2. Overview of inversion process for source, path and reference rock parametres

The FAS of the 16 Groningen earthquake recordings (Section 3.2) and an additional 8
smaller magnitude earthquake recordings (Section 3.3), deconvolved to the NU_B horizon,
are used to determine the source, path and reference rock parameters. Initially the FAS are
fitin the log-linear acceleration-frequency domain to estimate the slope of the high-frequency
decay: kappa (k) (Anderson & Hough, 1984). Values of kK were measured using only the high
frequency information (f > 10 Hz) for some recordings, as described in Section 4.1, in order
to define the site-specific component (ko), however it is not possible to use the Anderson &
Hough (1984) approach for noisy recordings, and those of smaller earthquakes. Record-
specific k values were therefore estimated for all FAS using a broadband fit to extend the
usable frequency range to lower frequencies (e.g., Scherbaum, 1990). The approach we are
using is detailed in Edwards et al. (2011); essentially it fits the FAS with an earthquake far-
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field point-source model Brune (1970, 1971), defined by its source-corner frequency (fo) and
long-period spectral displacement plateau (related to the seismic moment, Mo), along with
the k parameter to account for attenuation. The FAS for an acceleration recording is given

by:

‘Qij(f):‘]'ﬂ'szQOEi(f’fOi)Bij(f’K)Tj(f) (5.1)

where f is the frequency and i and j represent the it source and " station respectively. QO,

the far-field spectral displacement plateau is a frequency independent factor that is
dependent on the seismic moment (Mo), average amplification, geometrical spreading and
radiation pattern effects. Ei(f,fo) is the normalised Brune (1970, 1971) source model with a
defining corner-frequency foi:

E(f, fy)=— T (5.2)

Bij(f,) is the attenuation along the path:

By (f.x)=e 5.3)

The site amplification function, Tj(f), reflects the amplification between the source and NU_B
horizon, in addition to any effects not accounted for through the deconvolution described in
Section 5.1 (e.qg., reflections).

Frequencies up to 50 Hz are considered in the fitting, with the bandwidth defined based on
the measured signal exceeding the pre-event noise by a factor 3 (i.e., signal-plus-noise to
noise ratio > 3, SNR > 2). A least-squares minimisation is performed to find the best fitting
event-specific fo and record specific long-period spectral plateau and k. Then, using the high-
frequency decay term, k, defined in the previous step the FAS are refit in log-log space (again
with a least-squares minimisation) to more robustly determine the record-specific long-period
spectral displacement plateau and the event-specific source corner-frequencies.

The stress parameter is obtained from the source corner frequency and the seismic moment
using the Brune (1970, 1971) and Eshelby (1957) models:

Ac = f,°M,/(0.4906)° (5.4)
Where Mo (in SI units) is given by (Hanks & Kanamori, 1979):

M0: 101.5M +9.05 (55)
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The shear wave velocity at the source, B = 2.0km/s, while the moment magnitudes are based
on magnitudes provided by KNMI, invoking the assumption M = M.. The far-field spectral
displacement plateau is next inverted to provide values of average site amplification and
geometrical decay as a function of distance using the approach detailed in Edwards et al.
(2008).

5.3. Geometrical spreading function from full waveform simulations

In the V1 GMPEs, it was observed that the residual misfit followed a characteristic pattern
with distance, indicating changes in the rate of decay. Such behaviour has previously been
observed at regional scales, and is attributed to the Moho bounce effect: strong reflections
from the Mohorovi€oC discontinuity leading to increased amplitudes (and an apparent
decrease in the rate of decay) somewhere between 50 and 120 km from the source. In order
to explore if this effect—albeit on a smaller scale—was present in Groningen, full waveform
simulations have been undertaken at Shell. These simulations have the potential to inform
the inversion for source, path and site parameters. Since such inversions are known to suffer
from parameter trade-offs, fixing terms in the inversion leads to increasingly robust results.

A range of simulations have been performed using the Shell WFD simulation code with
progressively more complex velocity models, and using a variety of source mechanisms and
distributions. For the source model, a wavelet was created that is consistent with the
seismological model described in the previous section—termed the Brune wavelet—a time-
domain wavelet with frequency characteristics of the Brune earthquake source model (Eq.
5.2). Three characteristic wavelets were used: fo=0.4 Hz (equivalent to M 5.0 for a stress
drop of Ao = 30 bars, and =2 km/s), fo=2.3 Hz (M 3.5) and fo=4 Hz (M 3.0). From initial
testing in layered media, with velocities similar to those seen in the field, it was obvious that
a change in the rate of geometrical decay should occur with increasing distance from the
source (consistent with the residual analysis of the V1 GMPES). In order to define a model
for this behaviour, the most complex—and realistic—simulations were performed over 16000
s at 16 ms intervals, with ‘recordings’ made at 350 m depth (close to the NU_B) and at 200
m intervals in the horizontal x and y directions. The 3D Groningen velocity model was used
(Figure 5.1). Source mechanisms were averaged over a range of strikes (130° to 150° and
310° to 350°, in 10° steps), dips (60° to 90° in 10° steps) and rakes (-100° to -80° in 10°
steps). While it was shown that the source location made a small difference to the observed
ground-motion, it was decided to place the source in the centre of the field to maximise the
observed distances and range of azimuths.

For each of the source mechanism scenarios, the average ground-motion field in terms of
geometrical mean horizontal PGV, normalised to the peak PGV, was plotted against
hypocentral distance (Figure 5.2). It was clear that a three-segment geometrical decay
function, with constant rates of decay over each segment, was appropriate and this was fit
for each source mechanism. Based on the observations over numerous simulations,
distances of 3, 7 and 12 km were selected as the hinge-points. Averaging the rates of decay
between those distances the following values were determined:
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e R=3-7km: R23%02
e R=7-12 km: R14+05
e R=12-25km: R-19+04

The rates of decay did depend on the selected hinge-points, particularly for the smaller
magnitudes (higher frequency) wavelets. Consequently, the hinge-distances and the decay
rates must be taken as a coupled model. While significant variations were observed
depending on source mechanism, the developed GMPE is independent of source
mechanism (with earthquakes represented as hypocentres), it is therefore necessary to
provide a model, as above, averaged over a realistic range of possible sources.
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Figure 5.1. Screenshot of velocity model and source location used in full waveform simulations
(Courtesy of Ewoud van Dedem)
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Figure 5.2. Top: Example of normalised ground-motion field; Bottom: PGV values plotted against
hypocentral distance (left) with binned mean values every 500m, with 1/R decay (red line) indicated
for reference; in the right-hand panel a 3-segment geometrical spreading model is fit to the binned

data (Courtesy of Ewoud van Dedem)

5.4. Inversions for source, path and reference rock parametres

The spectral fitting of Groningen FAS, corrected to the NU_B, led to estimates of the stress
parameter that were not substantially different to those determined in the V1 GPMEs (Figure
5.3). However, due to a decrease in the shear-wave velocity assumed at the source (2 km/s
as opposed to 2.6 km/s) from improved knowledge of the velocity structure, the values were
systematically higher. It should be noted, however, that since both stress-parameter
estimates and the source-region velocity will be updated in the simulations, this will not result
in a change in the simulated ground-motion levels (i.e., the FAS corner frequencies remain
the same). A magnitude dependence is observed in the relationship between stress
parameter versus magnitude plot (Figure 5.4). However, due to the limited number of
earthquakes, the wide scatter, and the difficulty in extrapolating a magnitude-dependent
stress-parameter, it is still recommended to use a constant stress parameter that is suitable
for the larger magnitudes (i.e., 3 to 3.6).
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Figure 5.4. Best-fitting stress parameter for Groningen earthquakes: from V1 (blue) and the current
version (orange)

As seen in Section 4.1 (Figure 4.2) there is a large uncertainty in the Q value obtained from
the record-specific k terms. A Q value of 380 is obtained for an average shear-wave velocity
of 2.6 km/s (equivalent to 280 at 3.5 km/s). This is higher than previously obtained (both from
V1 and from the high-frequency analysis in Section 4.1). Testing the Q value used in V1 of
the model (Q = 150 at 3.5 km/s or Q = 202 at 2.6 km/s), we can see no discernible trend in
the residual misfit (Figure 5.5), so there is no strong reason to change this value based on
the new data—»but it should be noted that it is still highly uncertain due to the limited distance
range to the data used. As seen in Figure 5.6, the ko values computed at the NU_B (allowing
for the field-wide average Q) are mostly lower than those calculated at the surface (Section
4.1). This is consistent with the equivalent kappa, krr, calculated between the NU_B and
surface in Section 4.3 (Figure 4.4).

Figure 5.7 shows typical surface FAS fits using the record specific long-period displacement
plateau; event-specific source corner frequency and site-specific amplification computed
using the NU_B corrected FAS, and applying the NU_B to surface amplification function
(Section 4.3). The plots of the fits for all of the NU_B adjusted FAS are presented in Appendix

V.
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Figure 5.7. Example of spectral fits to the surface Groningen FAS. Black: signal FAS; red: noise

FAS; blue: model (NU_B record specific long-period displacement plateau; NU_B event-specific

source corner frequency; NU_B site-specific amplification and the NU_B to surface amplification
from Section 4.3). The vertical lines indicate the fitting bandwidth

Using the long-period displacement plateau of the NU_B-corrected FAS, the geometrical
decay function was inverted for along with average site amplification, fixing the moment
magnitudes as in the database. The hinge points of the geometrical spreading function were
selected to coincide with the distances observed during the full waveform simulations
(Section 5.2): 7 km and 12 km. We assume that below 3 km (the minimum observed
hypocentral distance), the decay is constant. The geometrical spreading rates determined
using this model were much lower than observed in the simulations (Section 5.2) and are
more consistent with the expectations of close to 1/R decay for a homogeneous medium (as
used in the V1 GMPESs). Nevertheless, the shape of the decay is very similar to that observed
during the simulations (Figure 5.8), indicating that the velocity structure has a strong impact
on the recorded amplitudes as a function of distance. The decay rates observed were: R1-%7
up to 7km, R9%7 from 7 to 12 km, and R1°! beyond 12 km (although there are no data
beyond around 30 km so we assume R beyond 25 km, the limit of the full waveform
analyses).

Comparing the empirically derived amplification at the surface with the NU_B to surface
amplification (Section 4.3), in Figure 5.9 we see a good match in most cases, indicating that
most amplification occurs above the NU_B. Some strong differences remain (e.g., BAPP)
which may indicate inaccuracies in the station Vs profiles derived at some sites. The source
to NU_B amplification functions are shown in Figure 5.10 along with the NU_B to surface
amplification functions (Section 4.3).
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Figure 5.10. Continued
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Figure 5.10. Continued

In order to define a field average amplification at the NU_B level, the (geometric) average of
all sites was computed. However, because of the limited range of usable frequencies of the
field recordings (see Figure 3.7) this amplification function is not constrained by the data for
frequencies below 0.6 Hz. This is important because of the major impedance constrast
associated with the base of the North Sea formation (NS_B) at a depth of about 800 m, some
400 m below the reference rock NU_B horizon (Figure 2.5). This lower horizon could
potentially affect ground motions at the surface because of the strong impedance contrast
for two reasons: (1) some energy will be trapped above this horizon (which is not captured
by the AF computed from NU_B to the surface); and (2) there may be resonances that
develop in the entire profile from NS_B to the surface. Moreover, we already had insight to
effects of the NS_B impedance contrast manifesting at periods beyond the limits of the
data—or rather at periods where the number of usable recordings is too small to be reliable—
from a site-specific hazard assessment conducted for the Groninger Forum site in the city of
Groningen (Bommer et al., 2015b).
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In the Forum study, which included site response analyses for the layers above the NU_B,
motions at the NU_B horizon were generated using the V1 simulations but replacing the
generic field-wide surface amplification function with a calculated amplification function for
the Vs profile from the reservoir to the NU_B level (Figure 5.11). The amplification function
showed a distinct peak at about 0.3 Hz (Figure 5.12), which also showed up clearly in the
response spectra at the NU_B and surface horizons (Figure 5.13).
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Figure 5.11. Measured velocity (left) and density (right) profiles from the BRWS5 log; the stepped
black lines show the layer model developed for the simulation of the motions in the Groningen
Forum site-specific study
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Figure 5.12. 1D-SH amplification calculated between 3 km depth and the NU_B interface (370 m)
as an outcrop for the Groningen Forum study. The green line shows the smoothed values down-
sampled to 200 points, while the blue shows the smoothed values down-sampled to 120 points (as
used in the simulations). For reference the black line shows the amplification used for the surface
motions predicted in the V1 GMPE (solid: inverted, dashed: extrapolated)
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Figure 5.13. Final response spectra proposed for the design of the Forum, in which the
amplification effect of the NS_B horizon at a ~3 seconds is clearly visible

The period at which the NS_B amplification manifests and the sharpness of the spectral peak
it produces are exaggerated by the fact that the amplification function shown in Figure 5.12
was calculated treating the NU_B as an outcrop (and thereby decoupling the effect of the
overlying layers to broaden the frequency range and reduce the amplification peak).
However, even taking account of these factors, the effects of the NS_B impedance contrast
are expected to manifest at periods beyond the period range where most of the records are
usable. Therefore, in order to ensure that the effect is captured in the V2 GMPEs, an
adjustment to the empirical amplification function obtained in the inversions was derived.
Figure 5.14 shows the difference in the calculated transfer functions between NS_B and the
surface (labelled ‘Full Column’) and NU_B and the surface (labelled ‘Above NU_B only’).
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Figure 5.14. Site response for station BMD1 considering the full column above NS_B (labelled ‘Full
Column’) and only the profile above the reference horizon NU_B
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In Figure 5.14 the impedance effects are seen as higher values of the TF for all frequencies
lower than about 10 Hz, whereas the additional damping due to the material between NU_B
and NS_B is seen at high frequencies. At low frequencies (below about 0.7 Hz) the first two
resonant modes of the full column are seen. These resonances are not seen for the analysis
that considers only the material above NU_B. At intermediate frequencies (between about
0.7 Hz and 2 Hz) there is coupling between the site response above and below NU_B.

To account for the “Full column” effects, a correction factor is proposed. This correction factor
only acts at low frequencies where the data are not available for empirical constraint. At
higher frequencies, the effect of the deeper impedance contrast is captured by the field-wide
site amplification term obtained in the inversions. The correction factors for each station are
computed as follows:

e The “Full Column” transfer function is computed and smoothed with a Konno-Ohmachi
filter (Konno & Ohmachi, 1998) with the b parameter set to 40 (Transfer function for a
column from NS_B to the surface); this is labeled TFrui

e The correction factor is defined as the ratio of TFrui over the AF for each station as
defined in Section 4.3

An implicit assumption in the derivation of the proposed correction is that the effects of the

deeper impedance contrast are uniform across all the stations in the network, which is
consistent with the adoption of the NU_B horizon at the reference rock elevation.

Figure 5.15 shows the correction factors (CF) computed for a subset of stations.
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Figure 5.15. Correction factors for a subset of stations; the thick blue line is the average of the
individual station factors
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A number of important observations can be made on Figure 5.15. The CF are fairly uniform
below about 0.7 Hz (which coincides with the range of frequencies not covered by the surface
instruments as a result of the filters applied to those portions of the recordings with excessive
noise). The CF are actually constant for frequencies above 3 Hz, but between about 0.7 Hz
and 3 Hz the CF show appreciable station-to-station variability. Based on these observations,
we conclude that applying the correction factor below about 0.7 Hz is a valid way of
incorporating the effects of the NS_B boundary for these frequencies (as noted before, the
effects of the NS_B boundary at higher frequencies are captured by the empirically-
determined site amplification factor).

The proposed correction for the field is obtained as follows (Figure 5.16): At frequencies
below 0.6 Hz, the average correction factor for the set of stations shown in Figure 5.15 is
used; at frequencies above 0.6 Hz, a second-order polynomial is fit to the average
amplification factor. The two functions described above are parsed and a smoothing filter
(Konno-Ohmachi filter; Konno & Ohmachi, 1998) is used to smooth the transition between
the high- and low-frequency portions. In order to avoid under-predicting ground motions, the
trough between the first and second mode peaks is reduced by averaging the smooth
polynomial fit and the average correction factor.
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Figure 5.16. Proposed correction factor for the NS_B impedance contrast amplification effect

This amplification correction factor is then parsed with the field-wide site amplification
function at NU_B as obtained from the inversions. The theoretical amplification between the
source and NU_B (accounting for down-going reflections) as computed above is applied to
lower frequencies, whereas the empirical site term is retained at high frequencies. The two
functions (empirical for f > 0.6 Hz and theoretical for f < 0.6 Hz) are then combined (Figure
5.17) by altering the absolute level of the empirical amplification (which is rather poorly
constrained in the inversions) to be consistent with the theoretical function. A scaling factor
of 1.2 was therefore applied to the empirical model.
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Figure 5.17. Top panel: field average amplification (blue) and standard deviation (light blue) along
with the theoretical source to NU_B amplification (yellow) smoothed after the first two fundamental
peaks. Bottom panel: combined NU_B amplification model for use in the simulations
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6. EQUATIONS for GROUND MOTIONS at REFERENCE ROCK HORIZON

This chapter describes the derivation of the basic equations for predicting response spectral
accelerations at the NU_B horizon, which is the first part of the V2 GMPE as defined in
Eq.(2.1). The median motions are obtained primarily from stochastic simulations using the
results of the inversions described in the previous chapter, as summarised in Section 6.1.
The results of the simulations are described briefly in Section 6.2, after which the appropriate
functional form for the parametric form of the GMPEs is discussed in Section 6.3. The results
of regression analyses on the simulations to fit the functional form are presented in Section
6.4. Sections 6.5 and 6.6 are concerned with the calculation of the residuals of the
recordings, including their transformation to the NU_B horizon. The predictions obtained with
the reference rock GMPEs are briefly presented and discussed in Section 6.7.

6.1. Input parameters for stochastic simulations

The inversions discussed in Section 5.4 yield a range of possible combinations of source,
path and site parameters that are consistent with the recorded data (after its translation from
the surface to the NU_B horizon using the transfer functions from Section 4.3). While there
is therefore an estimate of the mean value of each of the parameters obtained from the
inversion, what is sought is the combination that when used in point-source stochastic
simulations yields predicted spectral ordinates that best reproduce the recordings. Based on
the initial observations (Section 5.4) we defined 76 possible models based on the
combination of: ko values of 0.03, 0.035, 0.04, 0.045, 0.05, and 0.055 s; and Brune stress
parameter, oA, of 1, 3, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 125, 150, 200 and 300 bar
(Figure 6.1). Only the 1, 3, 10, 30 and 100 bar stress-parameter models used the lower range
of Ko, the rest used 0.04 to 0.055s. All simulations used the geometrical spreading model
determined in Section 5.3 and a Q values of 150 (as in V1). Site specific NU_B to surface
amplification functions (Section 4.3) were used in addition to the average source to NU_B
amplification, with the long-period adjustment described in Section 5.4. The simulations were
compared to the recorded response spectra at the surface (individual horizontal components)
at PGA, 0.2, 0.5, 1.0 and 1.5 s. The average misfit (data minus prediction in natural log units)
and misfit variance at each period was averaged (using root-mean-square to penalise either
over- or under-estimation) leading to a single measure of misfit bias and sigma for each
combination of simulation parameters (Figure 6.2).

The best fitting model for the motions at the NU_B horizon is found to have the following
parameter combination based on the smallest RMS average misfit (bias) and sigma: site
kappa, ko = 0.05 s and stress drop parameter, Ac = 30 bar. The stress parameter value is
the same as determined for the V1 model, but the site kappa value is, understandably,
smaller (the V1 value was 0.06 s) given that the V2 model is referenced to the NU_B
reference rock horizon rather than to the ground surface.
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As for the V1 model, for the forward simulations it was decided to use alternative values of
the stress parameter to reflect the considerable epistemic uncertainty associated with
extrapolation to much larger magnitudes. We found no compelling reason to adopt different
models from the V1 GMPE, namely a central branch with a stress parameter of 30 bars, a
lower branch corresponding to 10 bars and an upper branch—reflecting the possibility of the
motions being similar to those from normal tectonic earthquakes—with a stress drop rising
from 30 bars at M 2.5 to 100 bars at M 4.5 and then remaining constant (Figure 6.3).
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Table 6.1 summarises the full set of inputs to the simulations used to generate the motions
at the NU_B reference for the derivation of the median GMPE.

Table 6.1. Parameter values used in simulations for NU_B motions

Parameter Symbol (units) Value(s) Notes
Density p (g/cm?) 2.6
Shear-wave velocity B (km/s) 2
Horizontal partition 0.707
Radiation coefficient 0 0.55
Free surface F 2
Source type Brune w2
Source depth Z (km) 3
Stress parameter Ao [M = 2.5] (bars) 10, 30, 30 Linear interpolation of
(Lower, Central, Upper) | Ao [M = 4.5] (bars) 10, 30, 100 log(Ao) with M for Upper
model
Near-source saturation Cs 0.4233 Section 6.3
h(M)=exp(csM+cs) Cs -0.6083
Geometrical spreading R1, R2, R3 (km) 7,12, 25
distances
Geometrical decay rates A, A2, A3, M -1.07,-0.074, -1.91, -1.00
Path attenuation Q 150
Site attenuation Ko (S) 0.05
Source duration Ts (s) 1/0.4906B(Ac/Mo)1/3
Path duration Te [R (km), Tr (S)] 0.0, 0.0 Boore & Thompson (2014)
7,24
45,8.4
125, 10.9
Site amplification A(f) NU_B model Section 5.4
Oscillator correction for Liu & Pezeshk (1999)
Trms

6.2. Predicted accelerations at reference rock horizon

Using the parameter suites summarised in Table 6.1, point-source stochastic simulations
were performed for spectral accelerations at the target oscillator periods using SMSIM
(Boore, 2005a). For each oscillator period and for each stress parameter—corresponding to
lower, central or upper model—simulations were performed for magnitudes from M 1.0 to 6.5
in increments of 0.1 units, and for each magnitude at 45 epicentral distances sampled
logarithmically between 0 and 60 km. The patterns displayed by these simulated spectral
accelerations concord with expectations in terms of the scaling with magnitude and stress
drop, and especially the divergence between the three models with increasing magnitude
that correctly reflects the greater epistemic uncertainty with increasing separation from the
range covered by the data. Figures 6.4 to 6.9 show the predicted accelerations at different
oscillator periods from the three models as a function of magnitude, for sites a 0 and 30 km
epicentral distance.
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Figure 6.4. Spectral accelerations at 0.01 s from point-source stochastic simulations for lower

(green), central (blue) and upper (red) models at epicentral distances of 0 and 30 km as a function
of magnitude
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Figure 6.5. Spectral accelerations at 0.2 s from point-source stochastic simulations for lower
(green), central (blue) and upper (red) models at epicentral distances of 0 and 30 km as a function
of magnitude
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Figure 6.6. Spectral accelerations at 0.5 s from point-source stochastic simulations for lower
(green), central (blue) and upper (red) models at epicentral distances of 0 and 30 km as a function
of magnitude

Spectral Acceleration (cm/s?) for T = 1.0s

L L L L L 1 L L L L | L 1 L L 1

3 4 5 6 T

Magnitude

Figure 6.7. Spectral accelerations at 1.0 s from point-source stochastic simulations for lower
(green), central (blue) and upper (red) models at epicentral distances of 0 and 30 km as a function
of magnitude
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Figure 6.8. Spectral accelerations at 2.0 s from point-source stochastic simulations for lower
(green), central (blue) and upper (red) models at epicentral distances of 0 and 30 km as a function
of magnitude
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Figure 6.9. Spectral accelerations at 5.0 s from point-source stochastic simulations for lower
(green), central (blue) and upper (red) models at epicentral distances of 0 and 30 km as a function
of magnitude
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One feature of these plots is worthy of comment before closing this section, namely the
apparent change in scaling at larger magnitudes (M > ~6) seen at shorter distances. The
effect is most pronounced for the spectral accelerations at shorter response periods. This
arises from the inclusion of a near-source distance saturation term, which is itself dependent
on magnitude. The simulations are expressed in terms of epicentral distance, Repi, for
consistency with the chosen parameterisation of the GMPESs (Section 2.1), but in reality they
are based on an effective distance, Rett, given by:

Ry =[R2, +h(M)? (6.1)

where the near-source saturation term is as defined in the V1 model (which is discussed in
more detail in Section 6.3 below):

h(M) = exp(0.423318M —0.608279) (6.2)

An important difference with the V1 model, however, is that the geometric spreading is no
longer a continuous function of distance but rather is segmented, with breaks at hypocentral
distances, Rnyp, of 7 km and 12 km, as discussed in Section 5.3. At a magnitude of M 5.8,
the effective distance reaches the value of 7 km at which the first scaling break occurs, hence
the apparent overall magnitude scaling changes because Egs.(6.1) and (6.2) result in a
change of the distance scaling (even for Repi equal to zero).

6.3. Functional form for reference rock GMPE

For the V1 GMPEs, a functional form was chosen that was able to provide a good fit to the
simulations over the range of magnitudes from M 2.5 to M 6.5. There was a conscious
decision not to develop equations applicable to smaller magnitudes since this would have
required an additional break in magnitude scaling to capture the influence of kappa (e.g.,
Douglas & Jousset, 2011; Baltay & Hanks, 2014). Given the null contributions of smaller
earthquakes to all relevant estimates of both hazard and risk, the lower magnitude limit is
maintained. Even though the unique value of Mmax equal to 6.5 is being replaced in V2 by a
distribution of possible maximum magnitudes, the equations are still required to be applicable
to the upper limit of M 6.5.

The functional form adopted for the V1 GMPEs had the following form:

In(Y)=c, +c,M +¢c,(M —4.5)% +c, In\/R2 +[exp(cM +¢,))? M <45 (6.3a)

epi

In(Y)=c, +¢,M +c¢,, (M —4.5)* +c, In\/iji+[exp(c5M +¢))? M>45 (6.3b)
where In(Y) is the acceleration in cm/s?. The only feature of the model that was found to be
potentially wanting in the derivation of the V1 GMPEs was the absence of a term to represent
the effects of anelastic attenuation, which resulted in some misfit of the simulated motions at
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greater distances. Even though the distances of interest to the hazard and risk calculations
are limited (~50 km), the low Q values obtained for these shallow-focus earthquakes do result
in an appreciable attenuation effect within the dimensions of the field. Another consideration
in adapting the functional form to the V2 equations is the fact that the new simulations,
informed by the waveform modelling using finite difference simulations (Section 5.3), have a
segmented geometric spreading function. However, before considering the segmentation of
the functional form and the possible inclusion of additional terms for anelastic attenuation, a
decision was made regarding the near-source saturation term, as represented by the term
with the coefficients cs and ce. The first step was to check the influence of the revision of
magnitudes (see Section 3.2) on this term, which was found to be negligible (Figure 6.10).
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= \/1 GMPE
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Near-Source Distance Saturation Term
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Magnitude

Figure 6.10. Near-source distance saturation term as determined for the V1 GMPEs (green) and as
obtained with the corrected magnitudes (red)

This observation led us to conclude that it was appropriate to retain the same value of these
coefficients as found in the derivation of the V1 model. This decision is to some extent
vindicated by the plot in Figure 6.11 which compares this saturation term with that obtained
by Yenier & Atkinson (2014) for earthquakes of M 6 and greater. This latter term was adopted
for the GMPE derived by Atkinson (2015) that was intended specifically for application to
small-magnitude induced earthquakes but derived using data from the NGA-West2
database, which are sparse at very short distances. Atkinson (2015) imposed a minimum
value of 1 km for the saturation term, which applies to magnitudes of M 4 and lower.
Recognising that larger saturation terms could be reconciled with her data, Atkinson (2015)
also considered an alternative model having a value three times greater at M 4 and
converging to the values proposed by Yenier & Atkinson (2014) for larger earthquakes. As

76



can be seen in Figure 6.11, the alternative model considered by Atkinson (2015)—albeit to
be used in conjunction with Rnyp than with Repi—is almost identical to the V1 model for
magnitudes up to about 5.8.
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Figure 6.11. Comparison of the V1 near-source distance saturation term with those proposed in
other studies

The near-source distance saturation term from V1 was therefore retained for V2 model, and
the effective distance thus defined as in Eq.(6.1):

R=./R%,+h(M)? (6.4)

where the near-source saturation term is as in Eq.(6.2), repeated here for ease of reference:

h(M) = exp(0.423318M —0.608279) (6.5)

Using the same functional form as for the V1 GMPEs was found to produce a relatively poor
fit to the simulations for the simple reason that it was unable to capture the changes in
geometrical spreading with distance. To address this shortcoming, the functional form was
modified to accommodate the changes in distance-dependence that occur at Rnyp values of
7 km and 12 km. As noted in Section 5.3, the spreading terms constrained by the waveform
modelling only extend to hypocentral distances of 25 km, beyond which 1/R spreading was
imposed rather than extrapolating the more rapid decay rate from the finite difference
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simulations. Therefore, to accommodate all of these changes in spreading rates, the
equation was defined in four segments:

g(R) = ¢, In(R) R<T, (6.6a)

g(R)=c4In(ra)+c4aln(rB r<R<r (6.6b)

g(R)=c, In(r,) +c,, In(:—b +Cy In(E] r,<R<r, (6.6¢)
a b

g(R)=c,In(r,)+c,, In(:—b +Cyy In(:—°}+c4c In[rEJ R>T, (6.6d)
a b c

The distances demarking the different segments of attenuation are obtained from the
hypocentral distances defined from the finite difference waveform simulations and the
constant focal depth of 3 km:

oy (6.7a)
r, =122 -3 (6.7b)
r,=+/25° -3 (6.7¢)

The segmented spreading terms are then incorporated into the same model as used in V1—
as in Eq.(6.3)—replacing the single geometric spreading term in the previous equations:

In(Y) =¢, +¢,M +¢,(M -4.5)° + g(R) M <45 (6.8a)

In(Y)=c, +¢,M +c,, (M -4.5)* +g(R) M >45 (6.8b)

The final question to be addressed in defining the functional form was whether to include an
additional term to capture the effects the anelastic attenuation separately, as noted earlier.
Such a term would only have a pronounced influence at longer distances (> 30 km) and all
hazard and risk disaggregation results to date have indicated that contributions from such
distant scenarios are very small. Moreover, there are no data available at such distances
and the simulations for distances beyond 25 km are based on an assumed decay rate. A
term could be added to the GMPE to explicitly reflect the influence of the low Q used in the
simulations, but it would not serve to necessarily make the model more realistic. The absence
of an explicit term to capture the effect of Q does not, of course, mean that anelastic
attenuation is omitted from the parameterised equations since the effect will influence the
coefficients on the geometric spreading terms. In the V1 model, using a single geometric
spreading term over all distances, resulted in slight over-prediction of the simulated motions
at greater distances but some mild under-prediction at intermediate distances (Figure 6.12).
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Figure 6.12. Example of the fit of the V1 GMPE to the stochastic simulations at shorter periods
where the influence of anelastic attenuation leads to slight over-prediction at longer distances and
some under-prediction at intermediate distances (5-20 km)

This feature would tend to motivate for the inclusion of an explicit anelastic term but now that
the geometric spreading is segmented, the same effect is not expected to occur. The only
consequence of not including an anelastic term in the V2 model will be a mild over-prediction
of the amplitudes predicted by the stochastic simulations beyond 25 km, which are
themselves poorly constrained. Therefore, to avoid unnecessary complexity, the functional
form chosen for the V2 GMPEs was as summarised in Eqs.(6.4)-(6.8).

6.4. Regression analyses

As for the V1 GMPEs, the regression analyses were performed to estimate the values of the
coefficients of EQs.(6.6) and (6.8) by fitting the functional form to the outputs from the
stochastic simulations using the parameter combinations summarised in Table 6.1. The
coefficients for the three models that correspond to the three different values for the stress
parameter are presented in Tables 6.2 to 6.4, and the ‘residuals’ of the simulated motions
with respect to the regression equations are shown in Figures 6.13 to 6.30. The figures show
a generally very good fit to the simulations, the only significant divergence being seen at
greater distances for the spectral accelerations at short oscillator periods, which is most likely
the result of not fully capturing the anelastic attenuation. Figures 6.31 to 6.42 show
comparison of the median predictions at six response periods with simulations as a function
of magnitude for four different epicentral distances, all of which confirm the good fit of the
regressions to the simulated motions.
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Table 6.2. Coefficients of the lower model

T (s) C1 C2 Cs3 C3a (o Csa Cap Cac
0.01 | 0.109814 | 1.18928 | -0.2262 | -0.09761 | -1.76074 | -0.40011 | -2.3041 | -1.81431
0.1 | 0.946105 | 1.131886 | -0.1465 | -0.08741 | -1.80353 | -0.53834 | -2.5332 | -2.06718
0.2 | 1.395916 | 1.017826 | -0.24373 | -0.04957 | -1.51587 | -0.47299 | -2.37385 | -2.12964
0.3 | 1.209262 | 1.014554 | -0.36141 | -0.04434 | -1.3983 | -0.40524 | -2.23346 | -1.89373
0.4 | 0.957899 | 1.050353 | -0.44786 | -0.05556 | -1.32835 | -0.36476 | -2.15757 | -1.74098
0.5 | 0.461128 | 1.117279 | -0.50058 | -0.07867 | -1.28697 | -0.33453 | -2.10876 | -1.63472
0.6 | -0.26982 | 1.208317 | -0.52492 | -0.11009 | -1.26841 | -0.30779 | -2.07409 | -1.55541
0.7 | -0.99959 | 1.314239 | -0.53294 | -0.14737 | -1.26257 | -0.28292 | -2.04768 | -1.49273
0.85 | -1.94632 | 1.470465 | -0.5266 | -0.20257 | -1.26476 | -0.25247 | -2.01997 | -1.42568

1 -2.85758 | 1.629383 | -0.50131 | -0.25731 | -1.2813 | -0.22642 | -2.00093 | -1.37589
1.5 | -5.12076 | 2.071045 | -0.39885 | -0.40282 | -1.31893 | -0.17606 | -1.96296 | -1.27436
2 -6.79118 | 2.379842 | -0.29235 | -0.48582 | -1.35857 | -0.15524 | -1.94786 | -1.22371
25 | -8.06116 | 2.562726 | -0.19956 | -0.50607 | -1.44554 | -0.14964 | -1.95333 | -1.2064
3 -8.99662 | 2.70147 | -0.13234 | -0.50813 | -1.49057 | -0.15149 | -1.95771 | -1.19703
4 -10.2997 | 2.895223 | -0.0429 | -0.49008 | -1.50244 | -0.15662 | -1.95938 | -1.18789
5 -11.1275 | 3.00163 | 0.008789 | -0.45468 | -1.4759 | -0.15965 | -1.95566 | -1.18621
Table 6.3. Coefficients of the central model

T(s) C1 C2 Cs C3a C4 Csa Cap Cac
0.01 | 0.490759 | 1.289798 | -0.26723 | -0.11245 | -1.82121 | -0.42537 | -2.34672 | -1.88538
0.1 | 1.516608 | 1.189682 | -0.18504 | -0.08694 | -1.84137 | -0.56502 | -2.57456 | -2.16914
0.2 | 1.980877 | 1.058019 | -0.34117 | -0.045 | -1.51518 | -0.49349 | -2.38909 | -2.17046
0.3 | 1.531262 | 1.105582 | -0.46354 | -0.06252 | -1.39508 | -0.41835 | -2.24683 | -1.91583
0.4 | 0.972248 | 1.202062 | -0.53114 | -0.0998 | -1.32534 | -0.37184 | -2.16988 | -1.75591
0.5 | 0.194881 | 1.32448 | -0.55637 | -0.14527 | -1.2869 | -0.33669 | -2.12089 | -1.64709
0.6 | -0.76825 | 1.461856 | -0.55119 | -0.19356 | -1.27536 | -0.30585 | -2.08673 | -1.56741
0.7 | -1.69932 | 1.608117 | -0.52966 | -0.24393 | -1.27881 | -0.27743 | -2.06094 | -1.50456
0.85 | -2.87048 | 1.808749 | -0.48682 | -0.31096 | -1.29416 | -0.24341 | -2.03361 | -1.43685

1 -3.92479 | 1.994758 | -0.43355 | -0.36884 | -1.32276 | -0.21625 | -2.01476 | -1.38699
1.5 | -6.38636 | 2.464976 | -0.28091 | -0.49898 | -1.38146 | -0.16927 | -1.97542 | -1.284

2 -7.95338 | 2.739589 | -0.16998 | -0.54476 | -1.42915 | -0.15626 | -1.96009 | -1.23455
2.5 | -8.91454 | 2.848895 | -0.10561 | -0.51852 | -1.52008 | -0.16125 | -1.96734 | -1.22251
3 -9.58158 | 2.922099 | -0.06568 | -0.48143 | -1.56462 | -0.17006 | -1.97334 | -1.21692
4 -10.4741 | 3.014683 | -0.01932 | -0.40673 | -1.57522 | -0.17991 | -1.97779 | -1.21252
5 -11.0116 | 3.050216 | 0.001003 | -0.33716 | -1.54808 | -0.1818 | -1.97617 | -1.21403

Table 6.4. Coefficients of the higher model

T (s) C1 C2 Cs C3a Cq Csa Cap Cac
0.01 | -0.25612 | 1.609903 | -0.28536 | -0.22324 | -1.8288 | -0.45491 | -2.38222 | -1.93922
0.1 | 0.976817 | 1.470684 | -0.23334 | -0.18656 | -1.84069 | -0.59382 | -2.61349 | -2.24319
0.2 | 1.262278 | 1.374449 | -0.37738 | -0.16481 | -1.51082 | -0.50315 | -2.40895 | -2.20521
0.3 | 0.517515 | 1.479449 | -0.46186 | -0.20465 | -1.39345 | -0.42009 | -2.26459 | -1.93394
0.4 | -0.29847 | 1.624274 | -0.49279 | -0.25809 | -1.32512 | -0.36896 | -2.18582 | -1.76771
0.5 | -1.26553 | 1.780391 | -0.48785 | -0.31169 | -1.28771 | -0.33159 | -2.13536 | -1.65678
0.6 | -2.35046 | 1.937092 | -0.4599 | -0.36059 | -1.27775 | -0.30004 | -2.10018 | -1.5769
0.7 | -3.36234 | 2.094027 | -0.42015 | -0.40667 | -1.28347 | -0.27197 | -2.07315 | -1.51393
0.85 | -4.59102 | 2.298136 | -0.35903 | -0.46202 | -1.30236 | -0.23922 | -2.04384 | -1.44572

1 -5.63322 | 2.47352 | -0.29714 | -0.50205 | -1.33458 | -0.21468 | -2.02319 | -1.39578
1.5 | -7.89705 | 2.879205 | -0.14464 | -0.56702 | -1.40062 | -0.17668 | -1.97891 | -1.29118
2 -9.14424 | 3.070818 | -0.0601 | -0.55399 | -1.45198 | -0.17212 | -1.96241 | -1.24231
25 | -9.75364 | 3.09789 | -0.03488 | -0.48498 | -1.5446 | -0.18739 | -1.97259 | -1.2345
3 -10.145 | 3.105677 | -0.02626 | -0.41758 | -1.58858 | -0.20205 | -1.98173 | -1.23247
4 -10.6554 | 3.106824 | -0.02324 | -0.30727 | -1.59865 | -0.21391 | -1.99146 | -1.23281
5 -10.965 | 3.088108 | -0.02927 | -0.22469 | -1.57129 | -0.21323 | -1.9933 | -1.23771
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Figure 6.13. Total ‘residuals’ of spectral accelerations at 0.01 s with respect to the median
predictions from the lower NU_B GMPE
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Figure 6.14. Total ‘residuals’ of spectral accelerations at 0.2 s with respect to the median
predictions from the lower NU_B GMPE
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Figure 6.15. Total ‘residuals’ of spectral accelerations at 0.5 s with respect to the median
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Figure 6.16. Total ‘residuals’ of spectral accelerations at 1.0 s with respect to the median
predictions from the lower NU_B GMPE

82



©
&)1

o
T

S
)]

'‘Residuals' of Sa(2.0s)

1
-
(&)}

o
S

o

|

o

(S}
T

1
—_

Lower Model

'Residuals' of Sa(2.0s)

| R | | M S N [ (T S N R L

0 10 20 30 40 50 60
Epicentral distance (km)

1
-
(6]

Figure 6.17. Total ‘residuals’ of spectral accelerations at 2.0 s with respect to the median
predictions from the lower NU_B GMPE
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Figure 6.18. Total ‘residuals’ of spectral accelerations at 5.0 s with respect to the median
predictions from the lower NU_B GMPE
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Figure 6.19. Total ‘residuals’ of spectral accelerations at 0.01 s with respect to the median
predictions from the central NU_B GMPE
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Figure 6.20. Total ‘residuals’ of spectral accelerations at 0.2 s with respect to the median
predictions from the central NU_B GMPE
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Figure 6.21. Total ‘residuals’ of spectral accelerations at 0.5 s with respect to the median
predictions from the central NU_B GMPE
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Figure 6.22. Total ‘residuals’ of spectral accelerations at 1.0 s with respect to the median
predictions from the central NU_B GMPE
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Figure 6.23. Total ‘residuals’ of spectral accelerations at 2.0 s with respect to the median
predictions from the central NU_B GMPE
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Figure 6.24. Total ‘residuals’ of spectral accelerations at 5.0 s with respect to the median
predictions from the central NU_B GMPE
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Figure 6.26. Total ‘residuals’ of spectral accelerations at 0.2 s with respect to the median
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Figure 6.27. Total ‘residuals’ of spectral accelerations at 0.5 s with respect to the median
predictions from the upper NU_B GMPE
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Figure 6.28. Total ‘residuals’ of spectral accelerations at 1.0 s with respect to the median
predictions from the upper NU_B GMPE
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Figure 6.29. Total ‘residuals’ of spectral accelerations at 2.0 s with respect to the median
predictions from the upper NU_B GMPE
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Figure 6.30. Total ‘residuals’ of spectral accelerations at 5.0 s with respect to the median
predictions from the upper NU_B GMPE
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Figure 6.31. Comparison of simulations and median predictions from the parameter equation for the
lower model for 6 response periods at 0 km epicentral distance
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Figure 6.32. Comparison of simulations and median predictions from the parameter equation for the
central model for 6 response periods at 0 km epicentral distance
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Figure 6.33. Comparison of simulations and median predictions from the parameter equation for the
upper model for 6 response periods at 0 km epicentral distance
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Figure 6.37. Comparison of simulations and median predictions from the parameter equation for the
lower model for 6 response periods at 20 km epicentral distance
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Figure 6.38. Comparison of simulations and median predictions from the parameter equation for the
central model for 6 response periods at 20 km epicentral distance
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Figure 6.39. Comparison of simulations and median predictions from the parameter equation for the
upper model for 6 response periods at 20 km epicentral distance
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Figure 6.40. Comparison of simulations and median predictions from the parameter equation for the
lower model for 6 response periods at 30 km epicentral distance
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Figure 6.41. Comparison of simulations and median predictions from the parameter equation for the
central model for 6 response periods at 30 km epicentral distance
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upper model for 6 response periods at 30 km epicentral distance
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In closing this section, Figures 6.43 to 6.50 compare the simulated and predicted response
spectral ordinates at the NU_B horizon for several combinations of magnitude and distance,
which also confirm the generally very good level of agreement between the stochastic
simulations and the predictions from the parametric equations obtained from the regressions.
These plots also provide insight into the shape of the predicted spectra at the NU_B
reference rock horizon, including the expected tendency for the spectral peak to occur at
longer periods for larger magnitudes. The amplified motions at periods on the order of 2
seconds, due to the impedance contrast at the NS_B horizon (Section 5.4) are also clearly
visible, particularly for larger magnitude motions.
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Figure 6.43. Comparison of simulated and predicted response spectra at NU_B due to a magnitude
M 4.5 earthquake at an epicentral distance of 0 km
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Figure 6.44. Comparison of simulated and predicted response spectra at NU_B due to a magnitude
M 5.0 earthquake at an epicentral distance of 0 km
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Figure 6.45. Comparison of simulated and predicted response spectra at NU_B due to a magnitude
M 5.0 earthquake at an epicentral distance of 5 km
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Figure 6.46. Comparison of simulated and predicted response spectra at NU_B due to a magnitude
M 5.5 earthquake at an epicentral distance of 5 km
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Figure 6.47. Comparison of simulated and predicted response spectra at NU_B due to a magnitude
M 5.5 earthquake at an epicentral distance of 10 km
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Figure 6.48. Comparison of simulated and predicted response spectra at NU_B due to a magnitude
M 6.0 earthquake at an epicentral distance of 5 km
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Figure 6.49. Comparison of simulated and predicted response spectra at NU_B due to a magnitude
M 6.0 earthquake at an epicentral distance of 10 km

SMSIMs - upper M= 6.0, R... = 30 km
SMSIMs - central
SMSIMs - lower

Regression - upper

epi

-
o
o

— Regression - central
—— Regression - lower

Spectral Acceleration (cm/s?)
)

0.01 0.1 1
Period (s)

Figure 6.50. Comparison of simulated and predicted response spectra at NU_B due to a magnitude
M 6.0 earthquake at an epicentral distance of 50 km
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6.5. Residual analyses

As for the V1 GMPEs, the first stage in building the sigma models that complete the predictive
equations together with the coefficients for median predictions presented in the previous
section, is to calculate the residuals of the recorded motions with respect to the predictions
from the central model. The difference in this case is that the residuals are calculated for
motions recorded at the surface with respect to predictions at the NU_B reference rock
horizon. Therefore, the usable response spectral ordinates of the surface recordings (Section
3.2) were first deconvolved to the NU_B horizon using the response spectral amplification
factors derived for each recording station (Section 4.3, Appendix V). The residuals are then
calculated as the difference between the observed and predicted values in natural log units,
which is also equivalent to the natural logarithm of the ratios of observed to predicted
motions.

The number of records, even at shorter response periods, available for these calculations is
not much greater than those available for the V1 model. A database of almost 200 records
from 24 earthquakes with magnitudes from 2.0 to 3.6 was assembled for the V2 inversions,
which is a considerable improvement from the database of 85 records from 12 earthquakes
with magnitudes from 2.6 to 3.6 used for the V1 inversions. However, as far as the ‘strong-
motion’ database to be used directly in the regressions and the estimation of sigma
components is concerned, since the model is once limited to magnitude 2.5 and greater,
then—taking into account the corrections of some magnitudes—the V2 database is only
increased to 106 records from 12 earthquakes. Therefore, similar caveats as applied to the
variability calculated for the V1 model, are relevant here, which means that the between-
event variability estimates in particular must be interpreted with some caution.

The first observation made from the random effects regression to calculate the residuals is
that the central model is not unbiased with respect to the recordings, which manifests
primarily in the event-terms (also referred to as inter-event or between-event residuals). The
biases are then calculated using a mixed effects regression, which in effect removes an
average offset from all the residuals, the effect of which manifests almost entirely—but not
quite exclusively—in changes to the inter-event residuals and hence to the inter-event
variability. The biases are illustrated in Figure 6.51 for all three models corresponding the
three selected values of the stress parameter. A positive value of the bias factor means that
the model is underestimating the data and a negative bias factor indicates over-prediction.
The degree of disagreement between the models and the data is perhaps surprising,
especially in view of the relatively good fit obtained for the central V1 model. However, there
are several reasons why this misfit may manifest in the V2 models. Firstly, for the V1 models,
the data used for the inversions and for the calculation of residuals were identical, whereas
in the V2 model development a much larger database was employed for the inversions,
including recordings from many smaller earthquakes (Section 3.3). Even in the selection of
the optimal parameter combinations to be used for the simulations, the full database of
stronger motions—including recordings from two earthquakes of M 2.4 and another two of M
2.3, which are not considered in the residual calculations—was employed (Section 3.2).
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Figure 6.51. Bias factors for the three median NU_B GMPEs with respect to the deconvolved
ground-motion recordings from earthquakes of M = 2.5

Perhaps even more importantly, whereas for V1 the inversions were performed for the FAS
of the surface recordings and the residuals were also calculated at the surface, in V2 the
model is developed at the NU_B horizon some 350 m below the ground surface at which the
records are obtained. Although the simulations were compared to the surface motions to
optimise the combination of source, path and site parameters (Section 6.1), in effect the
process has involved calculating the response spectral ordinates at the NU_B horizon in two
different ways, one using the transfer functions for FAS (Section 4.3, Appendix IIl) and the
other using the amplification functions for response spectral ordinates (Section 4.3, Appendix
IV). Although these might be expected to yield very similar results, some cases of divergence
have been found. To illustrate this point, Figure 6.52 shows ratios between the response
spectral ordinates obtained by application of the amplification factors to the surface response
spectra and those obtained by applying the transfer functions to the surface FAS. In the latter
case, the phase spectra of the surface motions are retained and the inverse Fourier transform
applied at the NU_B to generate accelerograms from which the response spectral ordinates
are then obtained. The ratios are only calculated for the usable period range of each record.
While it can be seen that the average ratio is close to unity, except at very short periods
where the response spectra obtained from the FAS are consistently higher, there are a
number of cases where the ratios are significantly different from unity. The largest outlier in
the period range of greatest interest to the risk calculations (highlighted in pink in the figure),
is the EW component of the MID1 recording of event #6 (the 2012 Huizinge earthquake,
which at M 3.6 is the largest earthquake to have occurred in the field to date) obtained at 2
km from the epicentre; the NS component of this same record has the largest PGA value
recorded at date at 0.08g. The EW component also has an appreciable PGA—in relative
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terms for the Groningen database—at about 0.04g. This component is one of those with very
short duration, with a 5-75% Al significant duration (see Section 12.1) of 0.7 seconds.
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Figure 6.52. Ratios of response spectral ordinates, per horizontal component, estimated at the
NU_B using amplification factors to those obtained from transfer functions for FAS. The thick red
line indicates the average ratio, the pink line the highest outlier that is discussed in the text

Possible features of these recordings that might have contributed to these deviations—which
could perhaps be related to the very short durations given the role of that parameter in
generating response spectra from FAS—are being explored. For now, it is noted that this
may be a possible contributing factor to the observed bias in the models, in particular the
fairly consistent underestimation of the data at very short periods.

An additional issue to be considered is the factor of 1.2 applied to amplification function from
the reservoir to the NU_B horizon obtained in the inversions that was applied to facilitate the
merging of this amplification function with the long-period adjustment for the impedance
contrast at the NS_B horizon (Section 5.4). Moreover, the functional forms of the
parameterised equations were fitted to simulated motions over a wide range of magnitudes
(Section 6.3) and were not particularly focused on the magnitude range of the recorded
motions, which has very little impact on the hazard and risk estimates.

In the range of periods of most building typologies in the field (Figure 1.3) the central and
upper models appear to be positively biased with regard to the recordings, meaning that the
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observed motions are being over-predicted. This is obviously of much less concern than if
there was appreciable under-estimation and it is also not clear if the predictions would also
be biased at larger magnitudes. In view of these considerations, for this preliminary version
of the V2 GMPEs, we do not make any adjustment to the equations to attempt to remove the
bias. However, the bias clearly does influence the calculation of the variability from the
residuals as can be appreciated from Figures 6.53 and 6.54 which show the inter-event and
intra-event residuals of the data with respect to the central prediction equations. From these
plots—particular Figures 6.53 and 6.54 that correspond to the central model—that the bias
mainly influences the inter-event residuals. This is also confirmed by the calculated inter-
event and intra-event variability for each of the three models (Table 6.5) in which it can be
clearly seen that the removal of the bias impacts mainly on the inter-event variability. Note
that although the variability components at a period of 2.5 seconds are shown in the figures,
these values are completely unreliable because of the very small number of events and
recordings usable at this response period.

For the V2 model, the within-event sigma values and the total sigmas obtained from the
residuals are of less interest than in the development of the V1 model, since the within-event
variability at the NU_B rock horizon must, by necessity, be single-station sigma (see Section
10.4). Nonetheless, it is interesting to compare the within-event variability estimates to
ascertain if the more complex geometric spreading model and the removal of local site effects
has resulted in reduced spatial variability, which does not appear to be the case (Figure
6.55). The between-event variability obtained from the residuals of the central V2 GMPE,
apart from an unexplained dip at 0.2 seconds, seem to be in reasonable agreement with the
values assigned to central V1 model at shorter response periods, but are greater at long
periods—even exceeding the values assigned to the upper V1 model, which were adopted
from the GMPE of Akkar et al. (2014a) for tectonic earthquakes in Europe and the Middle
East. However, the values at the highest periods should be interpreted with great caution
given the very small number of earthquakes on which they are based (Table 6.5).

Table 6.5. Variability estimates for the central NU_B GMPE

Period | No. No. Original Values Without Bias

(secs) | EQs | Recs T ¢ o T ¢ o
0.01 12 106 0.3249 0.5864 0.6704 0.261 0.5886 0.6439
0.1 12 106 0.3719 0.6815 0.7764 0.2856 0.6852 0.7423
0.2 12 106 0.1936 0.6747 0.7019 0.1877 0.6738 0.6995
0.3 12 106 0.4925 0.5035 0.7043 0.3414 0.5023 0.6073
0.4 12 106 0.5547 0.4571 0.7187 0.3575 0.4565 0.5798
0.5 12 106 0.5351 0.4938 0.7281 0.3484 0.4932 0.6039
0.6 12 105 0.5173 0.4809 0.7063 0.4013 0.4804 0.626
0.7 12 104 0.5006 0.4386 0.6655 0.4549 0.4383 0.6317
0.85 12 103 0.4847 0.4159 0.6387 0.4609 0.4157 0.6206
1.0 12 90 0.4701 0.4331 0.6391 0.4598 0.4325 0.6313
1.5 12 54 0.4145 0.4154 0.5868 0.4259 0.4139 0.5939
2.0 8 19 0.4922 0.2627 0.5579 0.5325 0.2623 0.5937
2.5 4 5 0.4545 0.3946 0.6019 0 0.271 0.271
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Figure 6.53. Between-event residuals with respect to the central NU_B GMPE
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Figure 6.54. Within-event residuals with respect to the central NU_B GMPE
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Figure 6.55. Comparison of between-event (upper) and within-event (lower) variability from the V1
and V2 GMPEs

6.6. Ground-motion model for reference rock horizon

The ground-motion model for predicting median spectral accelerations at the 16 selected
target oscillator periods is fully defined by Eqgs.(6.4) to (6.8) with the coefficients in Tables
6.2, 6.3 and 6.4 for the lower, central and upper models respectively. Figure 6.56 shows the
predicted median values of spectral acceleration at all 16 target periods as a function of
epicentral distances for various magnitudes.
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Figure 6.56. Median predictions of spectral accelerations from the central model for the NU_B
reference rock horizon as a function of epicentral distance for a range of magnitudes

The complete model requires the terms defining the variability associated with these median
predictions, for which the values inferred from the residuals presented in the previous section
do not suffice for a number of reasons. Most importantly, as has already been stated,
because the site-to-site variability in the site amplification functions is to be fully accounted
for in the predictions of the surface motions, this variability must not be included at the rock
horizon to avoid double counting. Therefore, the within-event variability at the rock horizon
will be selected to represent single-station sigma, whereas the final choice for the between-
event component of the variability will be informed by the residual analyses presented in the
preceding section. The final selections are discussed in Section 10.4. Additional elements of
the variability in the reference rock motion arise because of (1) the need to include the
component-to-component variability (Section 10.2) because the risk calculations will be
performed used the arbitrary component of motion, as discussed in Section 1.3, and (2) the
need to correct for the underestimation of within-event variability as a result of using a
distance metric based on a point representation of the earthquake source (Section 10.3).
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As in the V1 model, there will inevitably be uncertainty in the sigma model just as there is in
the median predictions. Rather than having de-coupled branches for median predictions and
for sigma, which would result in at least 9 branches for the reference rock GMPE, the plan is
to once again pair median and sigma models to maintain a small number of logic-tree
branches, in the interests of computational efficiency. Although conservative, for the
preliminary V2 model we follow the practice established in V1 of coupling the highest median
model with the largest sigma model and the lowest medians with the smallest sigma.

The final step is then to assign weights to these branches. In the V1 model, we chose branch
weights of 0.2 on the lower branch, 0.5 on the central branch, and 0.3 on the upper branch.
This could be considered somewhat conservative, especially given the coupling of high
medians with large sigmas, for which reason consideration could be given to assigning equal
weights (of 0.25) to the upper and lower branches, especially in view of the growing body of
evidence to support lower stress drops for shallow earthquakes (Bommer et al., 2015a,b).
The final logic-tree formulation is discussed in Section 11.1.
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7. SITE RESPONSE MODEL

This chapter presents the development of the site response model to be used in site
response analyses. The model includes the definition of shear-wave velocity (Vs) and mass
density profiles for the Groningen site, and the modulus reduction and damping versus shear
strain (MRD) for the soil types found at the Groningen site. The site response analyses are
described in Chapter 8.

7.1. Shallow Vs profiles

The shallow Vs profile was built from the GeoTOP model described in Kruiver et al. (2015).
This model assigns a lithostraphical unit and a lithological class to each voxel in the
Groningen area. In general, Vs depends on both lithostratigraphy and lithology. Values of Vs
can be assigned to geological formations present in the area of interest from published values
of measured Vs in the Netherlands (e.g., Wassing et al., 2003). In some cases, this
assignment can be extended to lithological classes. Additionally, there are 60 seismic cone
penetration tests (SCPTs) in the Groningen region that allow for determination of
representative Vs values that are specific to this region. The SCPTs typically reach to a depth
of approximately 30 m below the surface.

In deriving representative values for Vs for combinations of lithostratigraphical units (e.g.,
‘Formation Naaldwijk”) and lithoclasses (e.g., “clay”), all SCPTs logs were classified. This
means that for each Vs value in the SCPT, the lithostratigraphical unit and lithoclass were
determined by a geotechnical engineer. This resulted in distributions of Vs values for each
combination of lithostratigraphy and lithoclass represented by the SCPTs. Examples of the
distributions are given in Figure 7.1. The distributions are characterized by the average and
standard deviation of the natural logarithm of Vs, InVs.
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Figure 7.1. Examples of Vs distributions for the combination of lithostratigraphical unit “Naaldwijk
Formation” and the lithoclass “Clay” (left), “Clayey sand and sandy clay” (centre) and “Fine sand”
(right). Note that the Vs values are given on a logarithmic scale

Sixteen combinations of lithostratigraphical unit and lithoclass were represented in the
current SCPT dataset (Table 7.1). For the combinations that were not represented in the
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SCPT data set, either average values for Vs of similar lithostratigraphy and lithoclass or
values from Wassing et al. (2003) were adopted. In some cases, an estimate based on expert
judgement was necessary. When the lithostratigraphy/lithoclass combination was not
represented in the SCPTSs, the standard deviation was based on the coefficient of variance
of 0.037 (on a logarithmic scale), which is the average for the 16 combinations that were
represented.

Table 7.1. Values of mean InVs and standard deviation of InVs for the lithostratigraphical units and
lithoclasses in the GeoTOP model, as defined by the SCPT dataset for Groningen

Litho- Lithological class Mean Standard | Number | Coefficient

stratigraphic In(Vs) | deviation | of obs. | of variance

al unit In(Vs) (lognormal)
Boxtel Clayey sand and sandy clay | 5.40726 | 0.16770 44 0.03101
Boxtel Fine sand 5.54527 | 0.20986 239 0.03784
Boxtel Medium sand 5.66405 | 0.10608 43 0.01873
Drenthe Fine sand 5.65246 | 0.08843 9 0.01565
Drenthe Medium sand 5.70146 | 0.07074 10 0.01241
Drenthe- Clayey sand and sandy clay | 5.42551 | 0.22052 20 0.04064

Gieten

Eem Clayey sand and sandy clay | 5.52305 | 0.09965 21 0.01804
Eem Fine sand 5.54544 | 0.07379 25 0.01331
Naaldwijk Clay 4.65501 | 0.44690 283 0.09600
Naaldwijk Clayey sand and sandy clay | 5.02699 | 0.26078 188 0.05188
Naaldwijk Fine sand 5.28690 | 0.29967 132 0.05668
Peelo Clay 5.39551 | 0.19933 338 0.03694
Peelo Clayey sand and sandy clay | 5.43863 | 0.18006 23 0.03311
Peelo Fine sand 5.64246 | 0.15808 231 0.02802
Peelo Medium sand 5.79386 | 0.11375 41 0.01963

A log-normal distribution was assumed for Vs. The parameters in Table 7.1 were used to
assign randomly selected Vs values to the voxel stacks from GeoTOP. For a voxel
containing, for example, “Naaldwijk Formation” and lithoclass “clay”’, a Vs value was
randomly selected from the Vs distribution belonging to Naaldwijk clay (average InVs is
4.65501, and the standard deviation is 0.44690). Although the Vs distributions are derived
from SCPTSs reaching to a depth of 30 m below the surface, the relations have been used to
assign Vs values for the entire GeoTOP depth range (down to NAP-50 m). The correlations
between Vs values in two consecutive layers were also taken into account in assigning Vs
values to the voxel stack. These correlations are described in section 7.3.

An alternative to using the measured SCPTs to obtain the distribution parameters for
Groningen soil types would be to use generic relations between cone resistance qc from CPT
and Vs (e.g., Andrus et al., 2007 and references therein). The large database of SCPTs and
CPTs for Groningen also offers the opportunity to derive Groningen-specific relations
between qc, Vs and lithology. This alternative would allow for the inclusion of depth
dependency of Vs, which has not been taken into account in the current Vs relations for
Groningen. Derivation of Vs relations based on both SCPTs and CPTs will be undertaken in
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future updates of the model, benefiting also from the recently measured SCPTs at the
recording stations.

7.2. Extension of Vs profiles to reference rock horizon

Information on the Vs distribution at depths larger than the range of direct measurements
using SCPT comes from indirect measurements. Large seismic survey campaigns were
conducted by NAM/Shell around 1988 for imaging purposes. Two legacy datasets were
reinterpreted to extend the Vs distributions to depths beyond those measured by the SCPT:
ground roll data (MEIDAS) and the Time-to-Depth model (T2D).

MEIDAS near surface Vs model

Ground roll refers to surface waves present in seismic records. For the imaging of deep
reflectors associated with the reservoir, the ground roll is normally regarded as noise and
removed from the data. For other purposes, this ground roll can be useful data. For the
Groningen project, Ewoud van Dedem from Shell has reprocessed the ground roll and guided
waves in the data to derive Vs and Vp values using the Modal Elastic Inversion method
(MEIDAS). MEIDAS is an approximate elastic full waveform inversion method in which the
elastic wavefield is approximated by focusing on waves that propagate laterally through the
shallow surface (i.e., the ground roll), its higher modes, and guided waves. A limited number
of horizontally propagating modes, characterized by lateral propagation properties and depth
dependent amplitude properties, are taken into account to represent the near-surface elastic
wavefield (see also Ernst, 2013).

The seismic data acquisition was designed for deep imaging of the Groningen reservoir and
therefore receiver arrays were used to attenuate undesired noise, such as the ground roll.
The receiver arrays were designed to distort and attenuate ground roll with wavelengths
smaller than 80 m, effectively restricting the temporal frequency bandwidth that can be used
for the inversion. Because of the acquisition setup and the frequencies present in the data,
the depth range for which the near surface model obtained from the MEIDAS inversions is
considered to be reliable is from approximately 30 to 120 m below the surface. Additionally,
there are several areas of limited size with large misfits between the ground roll data and the
final Vs model. These misfits are due to different seismic sources being used in cities
(vibroseis) and lakes (air guns) from the other regions (mostly buried dynamite sources).

The Vs model from the inversion of the ground roll yielded depth slices of Vs at 10 m depth
intervals. An example of a depth slice is shown in Figure 7.2, in this case for NAP-65 m. It
shows distinct zones of relatively high and relatively low Vs values in patterns that resemble
geological features, such as buried channels. Generally, the uncertainty in Vs values in the
resulting Vs model is estimated to be 5 to 10%.

The MEIDAS Vs model has a slightly smaller geographical extent than the entire area of
interest (Figure 7.2). Outside of the extent of the MEIDAS model, the average Vs value is

used for each depth interval.
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Figure 7.2. Depth slice at NAP-65 m through the MEIDAS Vs model
(data from Shell, courtesy Ewoud van Dedem)
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Improved T2D model of reflection seismicity

Shell has a seismic model developed to image the Groningen reservoir, updated in the 2012
Groningen Field Review (GFR). The model to convert travel times of seismic waves
(measured) to depth (important for reservoir imaging) is the T2D model (Figure 7.3). In the
T2D model, the entire North Sea Group has one interval velocity for Ve (homogeneous red
colour in Figure 7.3). Remco Romijin from NAM recently reinterpreted the data to improve
this model and to derive depth and location dependent Ve and Vs relations for the Upper and
for the Lower North Sea Group separately.

Figure 7.3. T2D model from Shell’'s 2012 GFR. This snapshot shows the Vp distribution near the
well ZRP-1. The base of the Upper North Sea is indicated by NU_B; the base of the Lower North
Sea is indicated by NS _B

In the original T2D model, for each location a constant interval velocity from the surface to
the base of the Lower North Sea Group (NS_B) was defined. However, two wells with both
Vp and Vs measurements, Zeerijp 2 (ZRP2) and Borgsweer-5 (BRW5) show that the velocity
profiles from surface to NS_B are not constant but vary with depth and, in particular for the
Upper North Sea, the velocities increase with depth (Figure 2.5).

For the derivation of the improved velocity relation for Vs for the North Sea Group we split
the group in two depth ranges (Figure 7.4):
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An Upper part, from the surface to the base of the Upper North Sea (NU_B). In this
depth range, Vp is assumed to vary linearly with depth Vs varies with depth according
to:

V,(2) =V +kz (7.2)

where Vop is the intersect at the surface and z is the depth. A value of k=0.5 was
selected because it fits well the data while preventing a velocity reversal at the
intersection with NU_B. The well log data was also used to fit a linear relationship to
the Vp/Vs data (Figure 7.5). This relationship, coupled with Eq.(7.1), give the following
relationship:

V,p +0.52

(7.2)
—0.0047z+4.7819

Vs (2) =

This relationship proposes a nearly linear change of Vs with depth.

A lower part, from the base of the Upper North Sea (NU_B) to the base of the Lower
North Sea (NS_B). In this depth range, the constant interval velocity Vint is laterally
varying. For the purpose of assigning a constant Vs to the bedrock in the site response
calculations, we adopt the median Vint of the improved model (Vs value of 639 m/s).

Surface

A
t\ Intercept Vg p

LinearV, Slopek

———————— -—-- NU_B

Depth

constantV;»

___________ —- NS_B

Figure 7.4. Schematic representation of the improved seismic velocity model for the North Sea

Group. Note that the value of the intercept Vo and the constant Vi vary with location

The Vs and Ve measurements at the two wells (ZRP2 and BRW5) are made only below the
depth of the conductor at the well (approx. 70 m depth). Hence, the range over which Ve, Vs
and the Vp/Vs ratio relation is valid, is roughly from 70 m depth down to the NU_B horizon.
Figure 7.5 shows a comparison of the measured Vs values at the BRW5 well with the
proposed model.

111



The uncertainty in Vs values is estimated from the difference in measured Vs at the two wells
and the Vs calculated from Equation 7.1. Overall, the uncertainty in the Vs values for the
extended depth range from MEIDAS depths to NU_B is considered to be approximately 10%.
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Figure 7.5. Left: Vs measured at well BRWS5 (blue dots) compared to the linear relation for Vs
according to Equation 7.2 at the location of the well. Right: Ratio of measured Vp over Vs values

7.3. Layering model and layer-to-layer correlations

The main input data for the STRATA calculations are the thickness, mass density, and Vs of
each layer. The Vs and density values are assumed to be constant for each layer. In addition,
for each soil type modulus reduction and damping versus strain curves must be defined
(section 7.4 and 7.5).

The thickness and the depth of the layers are based on the geological model (Kruiver et al.,
2015). The voxel stacks of the GeoTOP model define the vertical succession in terms of
lithostratigraphy and lithoclass for each x-y coordinate to a depth of NAP-50 m. The layering
in terms of lithostratigraphy and lithoclass for each x-y coordinate for the depth range below
NAP-50 m is defined by the simulations for the subsurface geological areas. (Figure 6.8 of
Kruiver et al., 2015). For each subsurface geological area, the simulations are randomly

distributed over the coordinates in that area such that they are in agreement with the
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probabilities of encountering the scenarios. For example, for one subsurface geological zone
with two scenarios with probabilities 0.6 and 0.4, 60% of the voxel stacks receive the layering
from the first simulation and 40% of the voxel stacks receive the layering of the second
simulation. The maximum thickness for each layer is 10 m for the depth range of the MEIDAS
model and 25 m for the T2D model. For example, a layer between 65 and 100 m of the Urk
Formation in the MEIDAS depth range will be split into 4 layers: three layers of 10 m and one
layer of 5 m. A layer between 200 and 244 m of the Oosterhout Formation in the T2D depth
range will be split into two layers: one of 25 m and one of 19 m.

To obtain the full stack at one x-y coordinate, the GeoTOP voxel stack layers are combined
with the scenario-based layers based on that coordinate. For the GeoTOP depth range, each
layer is assigned a random value from the Vs distribution based on the lithostratigraphical
unit and lithoclass of the voxel. However, layers with the same combination of
lithostratigraphy and lithoclass (unit) all get the same Vs value within one voxel stack. This
means that there is full vertical correlation between units. For a different combination of
lithostratigraphy and lithoclass within the same voxel stack, a new random value is drawn
from the Vs distribution. This means that there is no vertical correlation between units. This
is illustrated in Figure 7.6.

Litho- Litho-
strati- class
graphy

€— first pick of V, e.g. 120 m/s

€— same V; within unit, 120 m/s

new pick of Vg, e.g. 165 m/s (different lithoclass)

same V. within unit, 165 m/s

new pick of V, e.g. 241 m/s (different lithostratigraphy)
same V¢ within unit, 241 m/s

same V¢ within unit, 241 m/s

new pick of V., e.g. 287 m/s (different lithoclass)

same Vg within unit, 241 m/s
(€= same V within unit, 287 m/s
(€= same V within unit, 287 m/s
[ €= same V within unit, 287 m/s

Figure 7.6. Example of correlation of Vs within and between units in a GeoTOP voxel stack. Each
box represents a GeoTOP voxel of 0.5 m thickness

Alternatively, the Toro (1995) model can be used to compute the vertical correlation between
layers. This model postulates a correlation between two layers that is a function of the
separation between layers and the depth of the layer. In the application to the Groningen
field the simpler model was selected because of insufficient data to fully determine the site-
specific parameters of the correlation model. Moreover, this simpler model respects the geo-
statistical model already build into the GeoTOP database.
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For the depth range below NAP-50 m, Vs profiles are defined by the MEIDAS and the T2D
models. The transition between the MEIDAS and the T2D model is taken at a depth such
that no velocity reversal occurs (i.e., no decrease of Vs as depth increases). In some cases,
the T2D model is extrapolated to depths shallower than NAP-70 m, although the T2D model
is not necessarily valid at these depths. The transition between the two models is illustrated
in Figure 7.7.

Surface

\
MEIDAS "\,

Depth

T\ T2D
Slope from

equation 7.2

constant Vg,

Figure 7.7. Transition of Vs between the MEIDAS and T2D depth range.

7.4. Mass densities

One of the parameters in STRATA is unit weight. For the shallow depth range down to
approximately 30 m below the surface, the unit weights were estimated from a subset of 31
CPTs that were classified in terms of lithostratigraphical unit and lithological class. All cone
tip resistance values from the CPTs from one combination of lithostratigraphical unit and
lithoclass were assembled and converted to unit weight using Lunne et al., (1997). The
average unit weight was calculated. For units that were not represented in the CPTs, a value
for unit weight from a comparable geological unit was taken. Depth dependency of unit weight
has been investigated for the shallow depth range. The data were inconclusive to derive a
depth relation. Therefore, no depth dependency was implemented for unit weight. For the
deeper geological units, a constant value of 21 kN/m2 was determined for unit weight. This
is slightly higher than the average density measured in the well logs ZRP2 and BRWS5 (Figure
7.8).
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Figure 7.8. Density profiles from two deep borehole logs (Source: NAM database)

7.5. Modulus reduction and damping curves

The shear modulus reduction and damping (MRD) versus strain curves of Darendeli (2001)
were used to model the nonlinear behaviour of Groningen soils. These curves are based on
large numbers of measurements for both sands and clays of varying plasticity and over-
consolidation ratios. These curves are widely used in equivalent site response analyses.

The general form of the Darendeli (2001) curves is described below. The shear modulus
reduction curve is a hyperbolic model given by:

G 1
Grx 1+(7/7.)°

(7.3)

where v is the shear strain amplitude, vr is the reference shear strain amplitude (shear strain
amplitude at which the value of G/Gmax = 0.5) and a is a parameter describing the curvature
of the shear modulus reduction curve. The damping values, D, are given by:
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D=FxD +D (7.4)

Masing min

where F is a multiplication factor (defined below) that is used to modulate the Masing
damping at large strains to prevent overdamping, Dwasing iS the damping that results from
applying the Masing rule, and Dmin is the damping at small shear strain amplitudes. Dwasing iS
given by:

2 3
DMasing = Cl DMasing,a:l + C2 DMasing,a:l + C3 DMasing,a:l (7-5)

where the parameters c1, c2 and cs are fit parameters and Dwasing,a=1 IS the value of Dwmasing
when the parameter a is equal to 1. Darendeli (2001) derives equations for the coefficients
C1, C2 and cs a function of the parameter a:

¢, =—1.1143a* +1.8618a+0.2523
¢, =0.0805a> —0.071a—0.0095 (7.6)
¢, =-0.0005a* +0.0002a +0.0003

The parameter Dwmasing.a=1 has a closed form solution that is given by:

100 y_y'ln(ﬂ%)
4 AR

DMasing,azl = 2 - (7-7)
73 Y

e

The multiplication factor F in the Darendeli (2001) model is given by:

G p
F= b[G—] (7.8)

max

where b and p are parameters that control the shape of the function. To simplify the model a
fixed value of p=0.1 is used by Darendeli (2001).

Equations 7.3 through 7.8 result in a 4-parameter model (Gmax, yr, @ and b). Darendeli (2001)
fits the model parameters to various soils and obtains correlations for these parameters as
a function of the mean effective stress (0’) normalized by the atmospheric pressure (pa = 100
kPa), plasticity index (lp), over-consolidation ratio (OCR), number of cycles of loading (N) and
loading frequency f. The resulting expressions are given by:

7, =(0.0352+0.0011 ,OCR***®)(¢"/ p,)**** (7.9)

a=0.919 (7.10)
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D,y, =(0.8005+0.01291 OCR**®)('/ p,) *®® (1+0.2919In(f))  (7.11)
b = 0.6329—0.0057In(N) (7.12)

Default values recommended by Darendeli (2001) for N (N=10) and f (f=1 Hz) were used. No
laboratory tests for OCR and |, were available at the time of starting the site response
calculations. Therefore, representative values for geological units were derived in a manner
similar to the derivation of unit weights (i.e., based on a subset of geologically classified
CPTs). The overconsolidation ratio OCR was estimated for clay from the normalized total
cone resistance following Lunne et al., (1997):

OCR = k(mj (7.13)

O-VO

where ovo and o'vo are the total and the mean vertical effective stresses, respectively, and k
is a parameter that is set to 0.3. Note that since 1,=0 for sands, the OCR is not needed in
Equations 7.9 and 7.11. If a sufficiently large number of OCR values was available for a
combination of lithostratigraphical unit and lithoclass, then the depth-dependency of OCR
was computed; otherwise, a constant OCR value was used.

The plasticity index lp was estimated using Skempton & Henkel (1953):

|
S -0.11+0.37] 2 (7.14)
ol 100
in which the undrained shear strength su was derived from the normalized cone resistance,
according to:

5, =———0 (7.15)

using Nk = 15 as recommended by Robertson (1990). For geological units not represented
by the CPTs, such as Pleistocene, glacial and Tertiary clays, the Ip values were estimated
from Sorensen & Okkels (2013).

The Darendeli (2001) model implies a large stress-strain behaviour that is not necessarily
compatible with the shear strength of the soil. For this reason, a model to impose a limiting
shear strength at large strains was implemented. We used the Yee et al. (2013) model with
a parameter y equal to 0.3%. Additionally, the undrained shear strength su estimated from
Equation 7.15 was increased by 30% to account for rate effects (Lefebvre & LeBoeuf, 1987;
Stewart et al. 2014). Limiting shear strengths were implemented for clay, clayey sand and
sandy clay and for peat. No limiting strength was used for sand layers because of the higher
strengths for sand and the lower strains typically observed in the analyses.
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7.6. Modulus reduction and damping curves for peats

Empirical modulus reduction and damping curves specifically derived for peat are rather
limited in literature. However, preliminary studies indicated that peats have a strong influence
on site response, as expected due to their low stiffness. For this reason, a particular effort
was directed at obtaining representative MRD curves for peat. In the absence of curves
derived from tests on Groningen peats, which are planned for the near future, we developed
a model based on published worldwide data. In order to be consistent with the sand and clay
curves, we adopt a formulation similar to the Darendeli (2001) model.

The available test data on peat in the literature are summarised in Table 7.2. Because of the
lack of data, only confining stress dependency was modelled. The influence of
overconsolidation ratio (OCR), number of cycle (N), frequency of loading (f) and organic
content (OC) was ignored.

Table 7.2. Summary of available data for constraining the peat MRD model

. Organic Ash .
: Consolidation Density
Reference Location i kP content content ton/m3i® Remarks
stress [kPa] (%] @ (%] @ [ton/m?]
. Damping Zurw(a-j not
Seed & Union Bay 1.003 - measured. Index
Iddriss (1970) [USA] Unknown Unknown Unknown 1.058 properties from
Kramer (1996)
Kramer (1996, | Mercer Slough 1.5 19.7-274 | 10-104
2000) [USA] 12,5 19.7-27.4
19 19.7-27.4
Data from Kramer
Stokoe et al. Queensboro (2000) and
(1994) bridge [USA] 114 37-65 Boulanger et al.,
1997)
Boulanger et Sherman
al. (1997) Island [USA] 132/200 36-65 11.1-11.8
Wehling et al. Sherman 4712 48-68 1.06 - 1.23
(2001) Island [USA] 12
17 42 1.06 —1.33
Kishida et al. Montezuma 35 44
(2009a) Slough [USA] 51 23
67 15
Kishida et al. Clifton Court
(2009a) [USA] 55 - 69 14-35 1.19-1.46
Zwanenburg Breukelen 10 4.7 1.04 damping curve not
(2005) [Netherlands] 30/55 ' measured
Tokimatsu & .
: . Ojiya P-1
Sekiguchi - Not Not
(2006a,b and [JapaFr)l!,ZOlea Not reported reported reported Not reported
2007)
Peat from two
Kallioglou et locations in
al. (2009) Greece 370/400 38/52 1.33/1.43 Greece, sampling
depth35m 85 m

Notes: (a) Either the organic content or the ash content is reported in this table, depending on the parameter used in the
original publication; (b) Either the mass or the density is reported in this table, depending on the parameter used in the
original publication
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In the Darendeli (2001) formulation, the parameter a determines the curvature of the shear
modulus reduction curve. For sands and clays, Darendeli (2001) used a constant value of
0.919. For peats, the parameter a is estimated from reported modulus reduction curves in
the references listed in Table 7.2. The resulting values for a are shown in Figure 7.9. The
data point from the Queensboro bridge peat is outside the range of the other soils and it is
considered to be an outlier. For the other data points, the correlation between a and
consolidation stress is weak, hence we conclude that the stress dependency of the
parameter a is negligible. The average value of a for the peats that were studied is 0.776.
This value is adopted for our model.
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Figure 7.9. Value of a as function of the consolidation stress for soils in Table 7.2

For the reference shear strain amplitude yr, we use the power function proposed by Darendeli
(2001):
1t b’
7, =a(o'lp,) (7.16)

where a’ and b’ are model parameters. Figure 7.10 shows the relation between yr and
consolidation stress for all data points. Again, the data from the Queensboro Bridge soils
seems to be an outlier. Moreover, one data point from Ojiya and two from Montezuma Slough
seem to be outside the general trend. The data were fitted for a” and b using a non-linear
least square method for two options. The resulting values are:

e Considering all data points, except Queensboro Bridge: a’=1.175 % and b’ = 0.319.
e Ignoring all points with yr > 1.5 (excluding 4 data points): a’= 0.995 % and b’ = 0.674

The Darendeli (2001) curve with Pl = 100 and OCR = 1 is often selected as an alternative
curve for peats. For comparison, this curve is shown in Figure 7.10 as well. It is clear that the
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Darendeli (2001) curve is not suitable to describe the behaviour of peat. Ignoring the four
possible outliers gives a better overall fit of the data points, especially at lower consolidation

stresses. Therefore, the expression for the reference strain yr and the consolidation stress
results in:

' 0.694
7, =0.995(c'/ p,) (7.17)
6
5 <
x4
s 3
£
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—fit:a=1.175b = 0.319 fit:a=0995b = 0.694 ===Darendeli, PI=100, OCR=1

Figure 7.10. Results for curve fitting for y.. Blue curve: all data points except Queensboro Bridge;
green curve: all data points, except the four outliers; red curve: Darendeli (2001) with PI=100 and
OCR =1 (shown for comparison)

The damping at small shear strains, Dmin, for the soils in Table 7.2 varies with the
consolidation stress (Figure 7.11). Since the Darendeli (2001) curve for Dmin for Ip = 100 and
an OCR of 1 fits the data points well, we adopt for Dmin the Darendeli (2001) formulation:

D, =2512(c'/ p,) % (7.18)

Two other parameters that describe the damping curves according to Darendeli (2001) are
the multiplication factor F, which is a function of parameters b and p (Equation 7.8). Darendeli
(2001) used a value of p=1, which is also adopted for the peat model. Figure 7.12 shows the
values of b as a function of consolidation stress. The Queensboro Bridge data point is again
considered to be an outlier. In the Darendeli formulation, parameter b is a constant, which is
independent of consolidation stress. The average value for b for the literature data set,
excluding the Queensboro Bridge data point, is 0.712 with a standard deviation of 0.216.
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Figure 7.11. Minimum damping Dmin as function of the consolidation stress for the soils in Table 7.2
(blue symbols). The Darendeli curve for Ip = 100 and OCR =1 is shown in red
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Figure 7.12. Value of b as function of the consolidation stress for the literature data set

In summary, the following peat-specific parameters are defined for peats as input in the
Darendeli (2001) model:

e For shear modulus reduction curves (Equation 7.3):
o 7,=0995c"/p,)**™ (replaced Equation 7.9)

o a=0.776(replaces Equation 7.10)
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e For damping (equations 7.4 and 7.8):
o D, =2512(c'p,) "™ (replaces Equation 7.11)
o b=0.712 (replaces Equation 7.12)

Kishida et al. (2009b) published a model for the MRD curves for peats in the Sacramento
River delta. A comparison of the proposed MRD curves for Peat with those of Kishida et al.
(2009b) are shown in Figure 7.13. Note that the model proposed for this study has a stronger
dependence on confining stress. This dependence was noted by various other studies (e.g.,
Kramer, 2000). On the other hand, the proposed model does not have dependency on
organic content.
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Figure 7.13. Comparison of MRD curves obtained from the proposed model and the model by
Kishida et al. (2009b) for different vertical effective stresses. Curves for Kishida et al. (2009b) are
shown for an organic content of 15%

7.7. Randomisations

Potentially, all variables that are input in the site response calculations can be randomized.

However, for each added parameter to a randomization process, the calculation time

increases exponentially. Therefore, the parameters chosen for randomization need to be

selected carefully. Moreover, the amount of information on the variability of the parameter
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dictates the possibility to randomize the parameter. Figure 7.14 illustrates how the general
level of knowledge varies with depth.

Influence on Level of Stochtastic or
site response information deterministic

Layer model  Source Layers Properties

Full stochastic/ . Stochtastic (V)
GeoTOP . Stochtastic -
Less deterministic Deterministic (other)

. Determinstic & define
Stochtastic .
uncertainty range

Scenarios

Surfac

NAP-50 m

Determinstic & define | Determinstic & define
uncertainty range uncertainty range

Deterministic/
Expert knowledge

NU_B

Figure 7.14. Site layer and property model with the coupling of depth ranges of the geological
models (GeoTOP and scenarios, Kruiver et al., 2015) to the reference baserock horizon (NU_B).
The level of information decreases with depth, as does the influence of the deeper layers on the

site response

The following randomisations were implemented in the site response calculations:

e The variability of lithostratigraphy and lithoclass is represented by the distribution of
voxel stacks of GeoTOP within one geological zone for depth range from the surface
to NAP-50 m.

e The variability of lithostratigraphy in the depth range between NAP-50 m and NU_B
is taken into account by the probabilities of the scenarios.

e Randomisation of Vs is applied only for the GeoTOP depth range, taking into account
full vertical correlation within units and no correlation between units and using the Vs
distributions described in section 7.1. Below NAP-50 m, the MEIDAS and T2D
velocities are taken as provided by NAM and Shell. No uncertainties were
implemented in this depth range.

e Randomisation of input signals: The input motions were ranked according to their PGA
and split into 5 classes of increasing PGA. For each layer file, one input signal was
randomly selected from each class.

No randomisation was applied to unit weight, OCR and Ip. For these parameters, average
values were used for each combination of lithostratigraphy and lithoclass. Uncertainty in the
MRD curves was also not taken into account in the site response analyses. Uncertainty in
MRD curves is, however, taken into account in the proposed model for uncertainty of the
amplification factors (Chapter 9).
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8. SITE RESPONSE ANALYSES

This chapter follows directly from the construction of the site profile models developed for
site response analyses presented in Chapter 7, and focuses on how the site response
analyses have been conducted to obtain the site amplification functions for the Groningen
field. The chapter begins with a discussion of the choices that were made for how the site
response analyses were to be performed in terms of methodological approach. The next
section describes the generation of the dynamic inputs at the elastic half-space used in the
analyses, and the final section then discusses the interpretation of the site response analysis
results in the form of non-linear amplification factors and their associated variability.

8.1. Choice of analysis procedure

The site response analyses for the Groningen project will be conducted assuming one-
dimensional (1-D) wave propagation. Non-linear soil behaviour will be modelled using an
equivalent linear approach (EQL). In the EQL approach a single strain level for each soll
layer is used to select strain-compatible values of shear-moduli and damping. These strains
are proportional to the maximum strains, which in turn depend on the input motion. Generally,
multiple input motions are necessary to capture the potential variability of maximum strain.
Alternatively, Random Vibration Theory (RVT) can be used to obtain statistical estimates of
maximum strains (Rathje & Ozbey, 2006). An additional advantage of RVT is that it can also
be used to estimate peak time domain parameters from the predicted Fourier amplitude
spectra at the surface. For these reasons, a much smaller set of input motions is needed to
fully capture the effects of input motion variability on the variability of site amplification.

For the Groningen project, site response analyses will be conducted using the software
STRATA (Kottke & Rathje, 2008) with the RVT option. The remainder of this section presents
a review of relevant literature aimed at justifying this choice and at evaluating the possible
bias resulting from this choice.

Comparison of EQL and fully non-linear analyses

EQL methods use a constant value of soil properties (shear moduli and damping) in each
soil layer. This constant value is obtained by assuming a level of strain for each layer and is
used in a closed-form solution of the 1-D wave propagation equation in elastic media. An
iterative procedure using the soil's Modulus Reduction and Damping (MRD) curves is applied
until the computed strains are equal to the assumed strains. On the other hand, non-linear
(NL) site response analyses solves for the wave propagation equation using time-stepping
methods where the soil properties vary with time. The soil properties can modulate with time
as the severity of shaking changes (Stewart et al., 2014). This approach allows for more
realistic modelling of the non-linear response of the soil, especially for high-intensity input
motions (Kottke, 2010).
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The EQL approach is easy to use and implement and is computationally inexpensive, but it
involves a larger set of approximation to soil behaviour than non-linear analyses (Hashash
& Park, 2002). Discrepancies between NL and EQL site response analyses (SRA) are
typically associated with large shear strains over some depth interval in the profile (Stewart
et al., 2014). Some authors have found that NL analyses are required when shear strains
exceed 0.5-1.0% (Stewart et al., 2014) while other studies suggest a smaller threshold: 0.1-
0.4% (Kaklamanos et al., 2013). In addition to its computational efficiency, an additional
advantage of EQL is that the input parameters are generally easier to develop than those
needed for NL analyses. For this reason, an issue that is commonly faced during SRA is
whether EQL analyses are sufficient or whether more costly NL analyses are required
(Stewart et al., 2014).

Validation studies using vertical array data have shown general consistency between EQL
and NL predictions of site response (e.g., Stewart et al., 2008; Kwok et al., 2008; Assimaki
& Li, 2012; Kaklamanos et al., 2013). Stewart et al. (2014), in an extensive review article,
indicate that a limitation of these studies is that they involve relatively modest levels of shear
strain. Stewart et al. (2014) propose that more meaningful insight into the differences
between EQL and NL ground motion predictions can be made when the analyses are
performed for relatively strong shaking levels that induce large strains. However, care must
be taken when comparing model assumptions to make sure errors in the specification of soil
properties do not obscure the results.

Other researchers have also provided insights on the relationships between EQL and NL
SRA by comparing NL, EQL, and linear numerical evaluations of site responses with linear
empirical evaluations. For instance, Assimaki & Li (2012) found that the intensity of non-
linear effects at a given site during a specific ground motion is a function of the time-average
shear-wave velocity in the upper 30 m of the site (Vs3o0) and the amplitude at the fundamental
resonance, and the characteristics of the incident-motion parameter. Régnier et al. (2013),
using empirical data from the Kiban-Kyoshin (KiK-net) Japanese database and a statistical
analysis showed that, regardless of the site, the probability that there is a significant
departure from linear site response is greater than 20% for PGA values recorded at the
downhole station between 30 to 75 cm/s?.

The differences in predictions between EQL and NL analyses are primarily due to
overdamping in EQL and to an overprediction of amplification at resonant frequencies due
to the assumed linearity in the EQL computations. Overdamping occurs in soft soils
subjected to high intensity motions because the damping levels used in the EQL analyses
are those that are compatible with strain levels that occur only during a short time interval in
the strain time history, yet the same damping level applies for the entire duration of the time
history (Stewart et al., 2014). Because damping affects more the high frequencies, this effect
can cause an under-prediction of high frequency motions in EQL. On the other hand, EQL
analyses may over-predict the amplitude of site response at resonance frequencies. This
occurs because the EQL analyses assume time-invariant soil properties, which results in the
constructive interference of trapped waves that leads to resonance. The change of soil
properties with time that occurs in NL prevents the constructive interference from fully

developing (Rathje & Kottke, 2011).
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Another common source of discrepancies between EQL and NL analyses are due to the
difference in predicted soil behaviour between the two types of analyses. The NL approach
relies on a backbone shear stress-shear strain curve and Masing unloading/reloading rules
to define the hysteretic response of the soil under cyclic loading. A common backbone curve
is the MKZ model (Matasovic & Vucetic,1993), which is a modified hyperbola. To relate a
non-linear stress-strain model to measured modulus reduction and damping curves, a non-
linear backbone curve and its associated hysteresis loops at different strain levels are
converted into equivalent G/Gmax and D curves. The non-linear fitting parameters are
selected such that the equivalent modulus reduction and damping curves from the non-linear
model match those specified for the soil (Kottke, 2010). Figure 8.1 shows a comparison of
damping curves from the empirical model of Darendeli (2001) with those from the MKZ
model. While the MKZ curves show favourable agreement at smaller strains, they deviate
from the empirical curves at larger strains, with the NL model implying larger damping levels.
This issue is common with NL models and is caused by the shape of the modified hyperbolic
stress-strain curve at large strains and the use of the Masing rules to generate the hysteresis

loops (Kottke, 2010). Improvements to these formulations have been proposed by Phillips &
Hashash (2009).
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Figure 8.1. Differences in damping curves as obtained from the Darendeli (2001) and MKZ models
(Kottke, 2010).

Additional differences between EQL and NL analyses can result from the numerical
integration schemes implemented in NL analyses. DEEPSOIL, which is a site response
program capable of conducting NL SRA, solves the equation of motion by means of the
Newmark B method in time domain (Hashash et al., 2015). The model assumes that the
acceleration within a time step is a constant, mean value. This time stepping method is
unconditionally stable (Chopra, 2007), which is beneficial for multi-degree-of-freedom
systems. However, numerical errors can produce inaccuracy in the solution in particular for
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the high-frequency response (Hashash et al., 2015). These errors can cause frequency
shortening and amplitude decay (Chopra, 2007; Kottke, 2010).

Kottke (2010) investigates these errors by considering linear-elastic (with frequency-
independent damping) and NL site response results presented as the ratio of the Fourier
amplitude spectrum (FAS) of the surface motion to the FAS of the input motion, which
represents the equivalent transfer function for the selected sites. The amplitude of the
transfer functions corresponding to the Sylmar County Hospital (SCH) parking lot site
(located in San Fernando, CA) and the Calvert Cliffs (CC) site (in Maryland) for the closed
form solution in the frequency domain and for three different motions used in the “linear-
elastic”, time-domain analysis are shown in Figure 8.2. For the time-domain analyses, the
peaks at high frequencies shift towards lower frequencies, which represents frequency
shortening, and the amplitudes of the peaks decrease, which represents amplitude decay.
The frequency shortening and amplitude decay are more significant for motions with larger
time steps (At).
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Figure 8.2. Amplitude of the transfer function computed for the SCH and CC sites using Linear
Elastic time-domain (TD) and frequency-domain (FD) methods (Kottke, 2010)

The frequency shortening and amplitude decay shown in Figure 8.2 was found to affect
spectral ratios at high frequencies (Kottke, 2010). For both sites investigated by Kottke
(2010), the spectral ratios from the time domain analysis with frequency independent
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damping are 5 to 15% smaller than the frequency domain results at frequencies above 10
Hz.

Kottke (2010) investigation focused on linear-elastic time-domain analyses versus EQL SRA
elucidated two important effects that cause an underestimation of the site response at high
frequencies for time domain methods. First, frequency-dependent viscous damping in NL
formulations can significantly underestimate the site response at high frequencies. The
frequency-independent Rayleigh damping formulation of Phillips & Hashash (2009) has been
found to reduce this underestimation (Hashash et al., 2010), but at the expense of
computational effort. Additionally, numerical errors introduced by the time-stepping
integration used in time-domain analysis influence the site response at frequencies greater
than about 10 Hz as shown in Figure 8.2 (Kottke, 2010).

Results from a survey conducted by Matasovic & Hashash (NCHRP, 2012) showed that
there was a consensus amongst practitioners that a NL SRA is to be used when computed
shear strain exceeds 1%, although this threshold was deemed as too high. These authors
also indicated that only considering ground motion intensity measures cannot be sufficient
to assess soil non-linearity given that strain levels in soft soil deposits can be quite high even
when subjected to low intensity ground motions (Kim et al., 2013).

Kaklamanos et al. (2013) identified critical parameters that most significantly contribute to
uncertainty in estimations of site response by performing linear and equivalent linear SRA
using the KiK-Net downhole array data in Japan. Thresholds for selecting among linear, EQL
and NL SRA were provided with respect to the maximum shear strain in the soil profile, the
observed peak ground acceleration at the ground surface, and the predominant spectral
period of the surface ground motion. The aforementioned parameters were found to be the
best predictors of conditions where the evaluated site response models become inaccurate
(Kaklamanos et al., 2013). The peak shear strains beyond which linear analyses become
inaccurate in predicting surface pseudo-spectral accelerations are a function of vibration
period and are between 0.01% and 0.1% for periods <0.5 s, whereas EQL SRA were found
to become inaccurate at peak strains of ~0.4% over the aforementioned period range.

The proposed thresholds at which linear and EQL models should be used are presented in
Figure 8.3. According to Kaklamanos et al. (2013), by using the statistically significant data
set of 3720 ground motions at 100 sites, the breakpoint in the slope of the intra-site residuals
versus the maximum shear strain (ymax) or observed peak ground acceleration (PGAobs) can
be used to quantify the critical values of ymax at which the linear and EQL site response
estimates are no longer reliable.
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Figure 8.3. Approximate ranges of applicability of linear, EQL and NL SRA (Kaklamanos et al.,
2013).

Kim et al. (2013) computed the ratio of amplification factors resulting from EQL and NL SRA
(what they refer to as Saf-/SaN') to develop a model for quantifying the differences between
both approaches. Site response simulations were conducted for 510 incident motions and
24 sites. Then, regressions of Saf'/SaN- against several ground motion and site parameters
were conducted to test their predictive capabilities. The estimated strain (yest), defined as the
ratio of the peak ground velocity (PGV) and Vs3o was found to correlate the best with relative
differences between SaFf- and SaNt (Kim et al., 2013). A similar framework to the one
previously presented by Kaklamanos et al. 2013 (shown in Figure 8.3) was then developed
to more clearly identify the conditions leading to different site estimates from EQL and NL
SRA. Values of Saf/SaNt equal to 0.7, 0.8, and 0.9 are presented in Figure 8.4 where Vest
and period are set up as the y- and x-axes respectively.
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Figure 8.4. Guideline for a threshold between equivalent-linear (EL) and non-linear (NL) site
response analysis in terms of estimated strain, Y., and period (after Kim et al., 2013).
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A more recent study (Kim et al., 2015) has expanded the work of Kim et al. (2013) using
preferred analysis protocols regarding the input motion selection process and specification
of non-linear soil properties (Stewart et al., 2014). Site profiles and recorded ground motions
from Western US (WUS) and Central and Eastern US (EUS) were used by Kim et al. (2014)
to conduct 13,296 site response analyses using EQL and NL models as implemented in the
site response program DEEPSOIL (Hashash et al., 2015).

SaF/SaNt values were computed and plotted against the shear strain index, Iy (i.e., same as
the estimated strain, yest, defined by Kim et al., 2013) to investigate trends in the observed
mismatch between EQL and NL SRA. Results for the WUS in terms of response spectra and
FAS are presented in Figure 8.5.
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Figure 8.5. Ratio of SaF-/SaN- (left) and FaF/ FaN* (right) for WUS in terms of |, (Kim et al., 2015)

EQL analyses seem to provide higher predictions of spectral accelerations at the frequencies
considered for most of the |y values. At lower |y values, the Saf'/SaN- and FaFl/FaNt ratios
are close to the unity for all frequencies but deviate from it for 1,>0.1%. According to Kim et
al. (2015), the decrease of FaFY/FaN- at higher frequencies (i.e., f 2 2 Hz) responds to the
over-damping from EQL analyses and its decrease as ly values increase is caused by
increasingly smaller strains as frequency increases. Results corresponding to the CEUS are
generally similar to the ones presented in Figure 8.5. Kim et al. (2015) summarised their
findings in Figure 8.6, which compares trends of mean values of the aforementioned ratios
against the Iy for both WUS and CEUS.
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Figure 8.6. Comparison of Saf-/SaM- and Faf/ FaNt for WUS and CEUS versus |, (Kim et al.,
2015).

Mean values of SaF/SaN- for the WUS and CEUS are generally similar (within a range of 1
to 2) although there are some differences. Likewise, for both the WUS and CEUS cases, the
mean values of FaF-/FaNt start to deviate from unity at Iy of around 0.1 %, but for frequencies
greater than 5 Hz, they start to deviate from unity at lower values of Iy (Kim et al. 2015).
Considering this similarity in trends for WUS and CEUS conditions, Kim et al. (2015)
proposed frequency-dependent threshold values of |y to identify conditions where EQL and
NL SRA differ by amounts exceeding 20% (Figure 8.7):
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Figure 8.7. Shear strain index, ly, at which the EL response differs than the NL response by 20% for
(A) Spectral accelerations and (B) Fourier amplitudes (Kim et al., 2015).
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Finally, an important contribution from this study is presented in Figure 8.8 where
recommendations from previous studies for thresholds at which EQL SRA are no longer
reliable are compared. The idea was to provide recommendations to identify “a priori” those
conditions for which EQL and NL differ significantly.
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Figure 8.8. Comparison of threshold values of I, with those by Kim et al. (2013) and those
converted from maximum shear strains (Kramer & Paulsen, 2004; Matasovic & Hashash, 2012;
Kaklamanos et al., 2013; Kim & Hashash, 2013; Kaklamanos et al., 2015).

The most relevant conclusions to the Groningen project of the Kim et al. (2015) study are:

e Near the resonant site frequency, EQL ordinates exceed NL due to EQL forming a
more strongly resonant response that is associated with the time-invariant soil
properties.

e At high frequencies, EQL ordinates are lower than NL due to EQL over-damping.
These differences are more distinct for Fourier amplitudes ratios than for spectral
acceleration ratios.

Based on these conclusions (e.g., Figures 8.5 and 8.6), it is clear that when using response
spectra, EQL analyses predict on average higher response than NL analyses at all
frequencies, despite the fact that in some cases EQL results in over-damping at high
frequencies (Stewart et al., 2014; Kwok et al., 2008). While this is true of the average
response, in particular cases the amplification factors at intermediate periods (approximately
between 0.1 and 0.6 seconds) might be larger for NL than for EQL analyses (Stewart & Kwok,
2008; Kottke, 2010). A reason why EQL analyses are higher than NL analyses for high
frequency could be due to the phase incoherence that is introduced at high frequencies
(Kottke, 2010), or to the fact that softened soil properties are used throughout the entire time
history in EQL analyses. An alternative explanation is that the spectral acceleration values
at high oscillator frequencies are controlled by Fourier Amplitudes at much lower frequencies.
At these lower frequencies, EQL analyses are not affected as much by over-damping effects.

Various other studies have looked at the bias of EQL and NL analyses with respect to

recorded data. Kaklamanos et al. (2015) used various site response analyses methods on

six KiK-net array sites. They concluded that there is a large improvement in going from linear

to EQL methods, but only a slight improvement at strains above 0.05% when going from EQL
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to NL analyses. Kwok et al. (2008) did blind predictions of site response at the Turkey Flat
vertical array in California using six different site response codes: SHAKEO4 (Youngs, 2004);
D-MOD_2 (Matasovic, 2006); DEEPSOIL (Hashash et al.,, 2015); TESS (Pyke, 2000);
OpenSees (McKenna & Fenves, 2001); and SUMDES (Li et al., 1992). Acceleration
response spectra and comparisons with observed data (released after the predictions were
made) are presented in Figure 8.9. Kwok et al. (2008) indicated that at periods well beyond
the elongated site period at the site (i.e., 0.19-0.2 s), the predictions match the surface
recordings well and are very similar to each other (which is expected considering that the
computed site effect at such periods is negligible because of nearly rigid body motion. At
shorter periods, the simulations generally under-predict the surface recorded motions
(especially in the EW direction) and the simulation results demonstrate significant code-to-
code variability. Predictions from the EQL analysis resulted in the lowest residuals.
Theoretical amplification factors and observed amplification factors from recordings were
also provided as a function of base motion acceleration (PGAr) in Figure 8.10 for comparison
purposes. Even though for most events the site amplification is under-predicted by the
models, EQL analyses seem to provide more conservative predictions than DEEPSOIL.
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Figure 8.9. Acceleration response spectra for data and simulation results for two horizontal
directions and two elevations (V1 = ground surface; D2 = 10 m depth) (Kwok et al., 2008)).
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Figure 8.10. Theoretical and observed AFs at Turkey Flat site (Kwok et al., 2008)

The impact of EQL and NL SRA on AF was also studied by Papaspiliou et al. (2012) in the
context of investigating the sensitivity of hazard estimates to site response. The site program
SHAKE91 was used to conduct EQL SRA while NL analyses were performed by means of
DMOD2000. A sandy and a clayey site with similar Vsso values were used for this study. The
median site amplification functions for all sets of analyses considered by Papaspiliou et al.
(2012) for the sandy site, SCH (i.e., Sylmar County Hospital) are shown in Figure 8.11. EQL
SRA seem to provide a conservative estimation of AF for short periods. Similar results were
obtained for the clayey site. Details on the different assumptions (i.e., parameter selection)
behind each EQL and NL analysis performed can be found in Table 1 in Papaspiliou et al.
(2012).

Differences between Time-series EQL and RVT analyses

Kottke & Rathje (2013) compared site amplification values resulting from time series and
RVT site response analyses by using the site response program STRATA (Kottke & Rathje,
2008). Stochastic simulations were used in order to ensure consistency between the ground
motions needed for the time series (TS) type of analysis and the Fourier amplitude spectrum
(FAS) required for the RVT approach. The program SMSIM (Boore, 2005) was used to
generate a FAS based on a seismological model which was then used to generate 100 input-
time series for TS site-response analysis and the FAS required as input into RVT site-
response analysis (Kottke & Rathje, 2013). The parameter aar introduced by Kottke & Rathje
(2013) to quantify the differences between the RVT and TS results is defined as the ratio of
the AF (Sasurface / Sa, rock) from RVT (i.e., AFrvT) to the median TS AF (i.e., AFts).
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Figure 8.11. Median amplification functions for Sylmar County Hospital (SCH)
(Papaspiliou et al., 2012).

First, comparisons were conducted for linear-elastic conditions. TS and RVT amplification
factors (AF) for one of the sites under study (i.e., Sylmar County Hospital, SCH) turned out
to be very similar. The value of aar varied between 0.95 and 1.1 across frequencies, with the
maximum taking place at the fundamental frequency of the site (i.e., 1.7 Hz). Analogously,
AF were computed for a second site (the Calvert Cliffs, CC) and the corresponding results
for both sites are presented in Figure 8.12. Unlike SCH, CC did show significant differences
between the median TS and RVT results, especially at the site’s fundamental frequency (i.e.,
0.25 Hz).

These findings demonstrated a site-dependency for the compatibility between TS and RVT
results. A parametric study to further investigate this issue revealed that “the maximum aar
always occurs at the site frequency and that it increases as the site frequency decreases
(i.e., soil thickness, Hsqil, increases and/or Vs decreases) and as Vs ock increases” (Kottke &
Rathje, 2013). AF computed using RVT were found to be 20-50% larger than the AF resulting
from TS analyses, while the potential under prediction can reach between 10% and 20%.
The variation of the duration of the time series due to the response of the site was identified
as a potential cause for the observed disagreement, given that the RVT site response does
not account for it (i.e., the duration of the input ground motion is the one used in RVT
calculations for surface response spectrum computation).
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Figure 8.12. Amplification factors for TS and RVT analyses and aar for SCH and CC sites
(Kottke & Rathje, 2013).

The influence of site property variations on RVT versus TS comparisons was also tested. It
is well-known that introducing variability on the Vs profiles reduces the peaks in the average
site amplification transfer function. This effect proved to be even more significant for RVT
analyses conducted using the site response program Strata and its built-in Monte Carlo
simulations as shown in Figure 8.13. For the CC site, the over prediction by RVT analyses
(linear-elastic with no duration correction) at the first-mode frequency is reduced from 30%
to 15% (for 100 Vs-profiles realizations with a oinvs=0.2). Consequently, a better agreement
between TS and RVT analyses can be achieved if velocity variations are modelled in the site
response analyses; and the agreement improves with increasing levels of variability.
Nevertheless, even including variability leads to differences as large as 10-20% between
RVT and TS methods (Kottke & Rathje, 2013).

Furthermore, Kottke & Rathje (2013) indicate that varying Vs-profiles introduces more
variability in RVT-based AF than the ones obtained by TS analyses that also account for
variability in Vs: “If one is considering only the median-site amplification, then this difference
in variability is not important and using Monte Carlo simulations to improve the performance
of RVT site-response analysis may be a viable option. However, the increase in variability in
the RVT amplification factors will influence a soil-specific seismic-hazard curve that
incorporates site-specific site amplification and its variability” (Kottke & Rathje, 2013;
Pehlivan et al., 2012).
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Figure 8.13. Influence of Vs variability on the site amplification predicted by RVT and TS site-
response analysis (Kottke & Rathje, 2013).

Kottke (2010) also used stochastically simulated ground motions and propagated them
through the Turkey Flat site in California to compare RVT and TS linear-elastic (LE) analyses
(Figure 8.14). The relative differences of the spectral accelerations (8sa) and spectral ratios
(Osr) where estimated as follows:

O, =——=—— (8.2a)
Sa,TS

5 = SReyy — SRy (8.2b)
SRy

where Sars and SRts are the median spectral acceleration and median spectral ratio of the
time series simulations. The relative difference in the surface response spectrum was as
large as 10% while it only reached 5% in terms of relative difference in spectral ratios (Figure
8.14). Kottke (2010) attributed the difference on the surface response spectrum to the relative
difference observed in the input response spectrum for the stochastic input motions (Figure
8.15).

Kottke (2010) also explained that due to RVT’s smooth variations in the input FAS and lack
of valleys or peaks within the width of the peak of the site’s transfer function, it propagates
the full strength of the transfer function to the surface and predicts a larger spectral ratio.
Typical input ground motions for TS analyses will have some irregularities in the FAS across
the peak in the transfer function (Figure 8.16). Hence, the median spectral ratio from a suite
of time-series analyses will never be as large as calculated by RVT analyses.
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function.

EQL site response analyses were also conducted to investigate the influence of input motion
intensity and induced shear strains on the agreement between TS and RVT analyses. Input
motions with median PGA of 0.17g and 0.4g were used. The comparison is presented in
Figure 8.17 in terms of the parameter aar, however RVT results were not corrected for
duration given that such correction was developed (and only applicable) to LE analyses
(Kottke & Rathje, 2013).
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Figure 8.17. The influence of input motion intensity on aar (a, b); peak shear-strain profiles from
RVT and TS analyses and an input PGA of 0.4g (c, d) (Kottke & Rathje, 2013).
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Softening of strain-compatible properties at the SCH as the intensity of the input motion
increases causes the site frequency to decrease and the peak aar to shift to lower
frequencies. The resulting shear strains from both approaches at this site are very similar. In
contrast, no significant changes in aar are observed at the CC site; probably because the
large depth of the site controls the site frequency. However, the mismatch that takes place
at frequencies higher than 3 Hz might be related to the larger shear strains predicted by the
RVT EQL analyses. According to Kottke & Rathje (2013) “while the levels of damping
associated with the moderately larger strains are not significantly greater, when integrated
over a very deep site they result in the smaller amplification factors at higher frequencies
from RVT analysis”.

Kottke (2010) conducted similar analyses and found that differences in EQL site response
as computed by means of RVT and TS analyses are influenced by both the site properties
and the characteristics of the input ground motion. The major findings of his work are
summarized below:

e The smooth shape of the RVT input FAS is more sensitive to the site transfer function
than the irregular FAS of a time series, which results in larger amplification at the
frequencies associated with peaks in the transfer function and less amplification at
frequencies associated with troughs in the transfer function for RVT analyses. These
differences are more important for sites with low natural frequencies and larger
bedrock Vs (relative differences can be as high as 30%).

e The relative difference of RVT at the site frequency increases with increasing intensity
because the RVT analysis does not take into account how individual motions strain a
site differently (Figure 8.18).

e Sites in which RVT predicts significantly larger spectral ratios at the site frequency
may induce larger strains that lead to smaller spectral ratio values for RVT at high
frequencies (i.e., RVT predicts larger strains and associated damping than the time-
series analysis).

Pehlivan (2013) studied the effects of varying the Vs profiles on AF resulting from RVT and
TS analyses. Figure 8.19 shows how much more significant incorporating Vs variability can
be for RVT results in comparison with TS analyses. A comparison of AF obtained from TS
and RVT analyses is shown in Figure 8.20, where as shown before, incorporating Vs
variability improves the agreement between both approaches.

Analogously to the results presented in Figure 8.19, Pehlivan (2013) investigated the
comparison between TS and RVT EQL site response analyses at a deep soil site—the
previously mentioned CC site, also used by Kottke (2010) and Kottke & Rathje (2013)—but
this time just for three periods (i.e., PGA, 0.4 s and 1.6 s). Her findings are shown in Figure
8.21. The significantly larger AF from RVT-based analysis at the CC site for some periods
has been reported previously by Kottke (2010) and Kottke & Rathje (2013). These authors
suggested that the difference responds to changes in ground motion duration that are
ignored in current implementations of RVT site response analysis. As also indicated by
previous studies, an improved agreement can be achieved by incorporating Vs profile
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variability into the site response analyses. In the example presented in Figure 10, the peak
observed in the RVT analysis with oinvs=0.2 is comparable with the peak observed in the TS
analysis with onvs=0.0 (Pehlivan, 2013). As noted by Pehlivan (2013), not only the peak of
the RVT results is reduced; as Vs variability is incorporated in TS, the peak in AF also
diminishes. However, the reduction caused in RVT results is more pronounced, which leads
to an improved match with TS AF.
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Figure 8.18. The spectral ratio and maximum strain profiles for selected motions propagated
through the SCH site with an input PGA of 0.40g (Kottke, 2010).

An important reason for the differences in RVT and TS analyses is the effect of duration. An
increase in duration for a given FAS results in a reduction in the root mean square
acceleration (amms) as calculated by the RVT method (Kottke & Rathje, 2013):

2 0 2 m,
am:\/mj0 |A(F)[df =\/D° (8.3)

rms

where A(f) is the Fourier amplitude at frequency f, mg is the zero-th moment of the FAS, and
Dms is taken as the ground motion duration (Dgm) when using RVT to compute PGA. An

increase in ams leads to smaller PGA values and spectral acceleration that ultimately would
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translate into smaller AF from RVT analyses. However, the impossibility of RVT analyses
accounting for the increased duration of the time-series due to the response of the site has

been found to be a potential cause for RVT-based AF being larger than TS-based AF (Kottke
& Rathje, 2013).

o

s - 45 -
— TS (olVs = 0.1) —— TS (clnVs=0.1) 5 T ——RVTLCE (oluvs — 0.1} 43 T ——RVTCE (olnVs = 0.
....... Js=02 s=02 = . :
A I EE}I:E:?);; 1o 4 Tl Egﬁt,::g;g 1 w4 e RVT-CE (olnVs = 0.2) PR — RVT-CE (alnVe = 0.2)
< 35— ——T§ - <5 TS 4 ====RVI-CE (6luVs = 0.3) = ====RVT-CE (clnVs = 0.3)
g | g7 3.5 {— ——RVI-CE 135 — RVI-CE
g 3 SCH Site g 3 SCH Site E 3 SCH Site g 3 SCH Site
=, PGA <25 | T-025 | Z | PGA g T=02s
Z £ : 5
3 E  mmuuuy, £ 2 €2
= =15 54 B Eeme——
551.5 9_::1’ \ 5-_':'175 . !él—" =
e ! g ! AN ER =% ER RS
Zos 20 g N : R
.5 oy Q.5 \ - s < 0s N
.5 S, . .
0 ! 0
s ol ! v oot 0.1 ! 10 00 ot 01 1 10 Oo ot 01 1 10
Rock Spectral Acceleration (g) Rock Spectral Acceleration (g) " Rock Spectral Acceleration (g) " Rock Spectral Acceleration (g)
@ ®) @ ®)
4.3 — TS (elivs = 0.1} +3 —— TS (olnVs = 0.1) 4.5 &5
A 0 - RVI-CE (aluVs - 0.1) - ——RVI-CE (oluvs = 0.1)
B ---.%3 Ec%u:;s: 3? SER _-_.% wmﬁ - g';' I RVT-CE (clnVs =0.2) R S RVT-CE (olnVs = 0.2)
- 35— 2 Loy h)- {3 L S— y (olnVs =0.3) 4 - ====RVT-CE (cluVs = 0.3) = ====RVT-CE (5lnVs =0.3)
E- .5 TS § .5 TS 35 ——RVT-CE 135 ——RVI-CE
g’ scHsite | 3 ° SCH Site | E 3 SCH Site E 3 SCH Site
Eos T=04s =2 T=10s 52( T=04s '22« T=1.0s
5, 5 = =2
= 2 = < = s, 2 5
g g FIRIPIEE bl ® C k=== B < o=
=15 =15 5] < ‘\\
£ 2 215 g1 )
E ! g ! ER \ ER xS
0.5 S 0.3 ;:'OR A%, agq
0 0 - \e\ .5
0.01 0.1 1 10 0.01 0.1 1 10 Uom o1 . ;s 0001 o X ;s
Rock Spectral Acceleration (g) Rock Spectral Acceleration (g) Rock Spectral Acceleration (g) " Rock Spectral Acceleration (g)
(© @ (© (@)

Figure 8.19. Comparison of functions of TS analyses (left) and RVT-CE (controlled earthquake, see
Pehlivan, 2013) analyses (right) performed with sigmas of 0.1, 0.2, and 0.3, respectively at different
periods: (a) PGA, (b) 0.2 s, (c)0.4 s, and (d) 1.0 s (Pehlivan, 2013)

The significant duration of input and surface motions (defined as the time interval between
the occurrence of 5% and 75% of the Arias intensity of the acceleration time history) was
computed for different site conditions and the resulting ratio is shown in Figure 8.22 versus
oscillator frequency for comparison purposes. It was found that as the natural frequency of
a site decreases, differences in duration of surface and input motions increase. However, the
most significant variation in duration was observed when the bedrock Vs is larger because
of the multi-reflections in the soil column due to stronger impedance contrasts (Kottke &
Rathje, 2013). Moreover, similar shapes of the ratios provided in Figure 8.12, led the authors
to suggest that it is the changes in duration that causes the over-prediction of RVT-based
AF. A simple correction proposed by Kottke & Rathje (2013) to account for the variation in
duration (i.e., dividing AF by the square root of the duration ratio) has proved to reduce the
resulting differences between TS and RVT analyses as seen in Figure 8.23.
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Figure 8.20. Comparison of functions predictions of TS and RVT-CE analyses performed with and
without spatially varied Vs profiles (Pehlivan, 2013).
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the oscillator response of the input motion (Kottke & Rathje, 2013).
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each site analyzed (Kottke & Rathje, 2013).
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It is important to note that the correction proposed by Kottke & Rathje (2013) is only
theoretically applicable to linear-elastic conditions and it is based on duration estimates from
TS analyses. However, these authors cite previous studies (e.g., Boore & Joyner, 1984; Liu
& Pezeshk, 1999; Boore & Thompson, 2012) that have developed similar correction factors
but in terms of spectral amplitudes computed directly from RVT and TS analyses.

The increase in duration due to the single-degree-of-freedom oscillator response must be
included in the RVT calculations to obtain response spectra. Details on how to make this
correction are provided in Kottke & Rathje (2013). Boore & Joyner (1984) investigated this
phenomenon first when assessing RVT for use in stochastic ground-motion simulations.
They noted that the increase in the duration of shaking due to the oscillator response must
be taken into account in the rms calculation. They also showed that if this effect is considered
RVT ground-motion simulations do not match time-domain ground-motion simulations
(Rathje & Kottke, 2014).

The effect of the duration of shaking on the dynamic response of soils has been identified in
other studies (e.g., Bommer et al. 2009). Rathje & Kottke (2014) used data from Grazier
(2014) to show that the significant duration of recordings at the bedrock and at the surface
differ and they show that this has an effect on comparisons between TS and RVT analyses
(Figures 8.24 and 8.25).This change in duration is missing in current implementations of RVT
analysis. This duration has an impact not only on the computation of the aims (Eq.8.3), but
also on the estimate of peak strains. As Rathje & Kottke (2014) explain: “The integral in
Equation (1) essentially represents the energy associated with the FAS, and Dims represents
the duration over which that energy is distributed. Thus, a signal with the same energy and
a shorter duration will generate a larger value of ams”.

Even though the input FAS are exactly the same for TS and RVT analyses, the response
spectra differ because the duration for the RVT analysis is assigned independently of the
FAS. The RVT surface-response spectrum was computed using the duration of the input
ground motion and as seen in Figure 8.24c the RVT surface-response spectrum is larger
than the TS surface-response spectrum at most periods. Particularly, RVT-based AF are 10-
25% larger than TS-based AF at short periods, and 2 to 2.5 times larger than TS results at
the fundamental modes of the site (Rathje & Kottke, 2014).

If Dgm is prescribed as 2.3 s (which is the significant duration of the surface motion according
to TS analysis) for the RVT calculation of the surface-response spectrum, the agreement
between RVT and TS surface-response spectra improves at periods less than about 0.15 s
(Figure 8.25). Across all periods, the RVT response spectrum is reduced, on average, by
20% when the increased duration is used (Rathje & Kottke, 2014). Remaining differences at
longer periods are most likely due to “the RVT oscillator duration correction not accurately
modelling the increase in duration at oscillator frequencies associated with peaks in the FAS.
The oscillator duration corrections that have been proposed in the literature (e.g., Boore &
Joyner, 1984; Liu & Pezeshk, 1999; Boore & Thompson, 2012) are all based on ground-
motion simulations that use smooth, seismological FAS with no local site amplification”
(Rathje & Kottke, 2014).
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Figure 8.24. (a) Input-response spectra, (b) Fourier amplitude spectra, (c) surface-response
spectra, and (d) response-spectrum amplification computed by TS and RVT site-response analyses
for the Treasure Island downhole array (Rathje & Kottke, 2014).
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spectrum from RVT (Rathje & Kottke, 2014).
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Summary of Observations

The literature review presented in this section indicates that the choice of RVT-based EQL
is justified insofar as it produces overall similar results to more elaborate non-linear time-
domain analyses. An important consideration when selecting an analysis method is the
possibility of model bias. The papers reviewed indicate that in general the selected analyses
methods are likely to lead to positive biases in the prediction of amplification factors: RVT-
based analyses are shown to consistently predict higher AFs than time series analyses, and
the study of Kim et al. (2015) indicates that for spectral accelerations, EQL predictions of the
AF are generally larger than those of NL. While other studies indicate that this is not the case
in an intermediate period range, the possible under-predictions in this intermediate period
range are balanced by the over-predictions due to the choice of RVT-based analyses.

8.2. Input motions at reference rock

Since the site response calculations were performed using the RVT approach in the STRATA
software, the dynamic inputs at the elastic half-space need to be defined in the form of
Fourier amplitude spectra (FAS) of acceleration. The STRATA program includes the facility
to generate the FAS from a response spectra defined at the reference rock horizon. However,
since the ground-motions at the NU_B horizon in this application are being predicted using
stochastic simulations (Section 6.2), it was much more efficient to simply generate the
required inputs directly as FAS using the same source, path and site simulation parameters
as used for the derivation of the reference rock GMPE (Section 6.1). As for the generation
of response spectral ordinates for the derivation of the GMPEs, the simulations were
performed using the SMSIM software (Boore, 2005a).

A large number of reference rock motions was generated in order to capture the range of
potential input motions to the layers above the NU_B horizon that could be expected from
potential earthquakes in the Groningen field. The same three stress drop values that defined
the lower, central and upper models for the reference rock motions—namely 10, 30 and 100
bar—were adopted, and for each stress parameter value the FAS were generated for 36
different combinations of magnitude and distance. Three magnitudes were considered (M 4,
5 and 6) that represent the main contributors to the hazard and risk estimates in the field.
For each stress parameter and magnitude combination, the FAS were estimated at the
epicentre and at an additional 11 log-spaced distances from 1 km to 57.7 km. The resulting
108 FAS were then ranked in terms of their intensity (based on the spectral amplitudes at
0.01 second) from the weakest to the strongest and then grouped into five sets of 21 or 22
spectra each (Figure 8.26). The purpose of this grouping was to ensure an adequate range
of intensity in the reference rock motions used for each site response analysis in order to
estimate both the linear and non-linear amplification factors. This was achieved by using five
dynamic inputs for each site response analysis, each randomly chosen from one of the
groups (Figure 8.27).

147



Checks were made that the sampling of the input motions had been sufficiently random to
include all of the motions rather than repeatedly using the same FAS in any given site
response analysis. This was considered to be important since apart from magnitude, stress
parameter and distance, all other parameters used in the stochastic simulations were held
constant in all cases. The overall sampling was very uniform with each of the signals used
approximately the same number of times over the entire field (Figure 8.28). Checks were
also made for the sampling in individual geological zones: Figure 8.29 shows the sampling
in four different zones. Zone 3103 is a small zone that was ultimately combined with other
zones (Chapter 9). Zone 2019 is a large zone and the signals were sampled evenly, with an
average use of each one 35 times and a standard deviation of 6. Zone 1208 is another small
zone and sampling of signals was less even; on average each signal is sampled almost 5
times (standard deviation of 2). Zone 0801 is another large zone, comparable to zone 2019,
and on average each signal was sampled 38 times, also with a standard deviation of 6.
Based on these checks it was concluded that the selection of the NU_B motions for input to
the site response analyses was sufficiently random.
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Figure 8.26. FAS generated at the NU_B horizon for use in RVT-based site response analyses
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149



6000

8000 -
4000 H

20 40 60 80 100

Count

2000 H
)

Signal rank

Figure 8.28. Sampling of the 108 NU_B FAS in the site response analyses over the whole field
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Figure 8.29. Sampling of the 108 NU_B FAS in the site response analyses for four of the geological
zones

The required inputs to the STRATA analyses are both an FAS and an estimate of the
duration, for which the significant duration corresponding to 5-75% of the total Arias intensity
is used. The durations are modelled using the equation of Boore & Thompson (2014) and
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the averages reported for 200 time-histories randomly generated for each FAS. The resulting
durations are shown in Figure 8.30.
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Figure 8.30. Durations provided with FAS for the inputs to STRATA

8.3. Amplification factors and variability

The spectral amplification functions (AF) were calculated using STRATA with the RVT option.
Both motions at NU_B and at the surface are defined as outcrop motions (option 2A in
STRATA). The input motions are entered into STRATA as Fourier Amplitude Spectra with a
corresponding duration, as explained in the previous section. For each response period, the
Sarock iIs computed for each input signal at NU_B. Five randomised input signals are used for
each layer file, hence rendering five AF data points per layer file. For each zone, all AF values
were plotted versus Sarock for each of the 16 required periods.

The amplification functions (AF) were found to be strongly nonlinear, as would be expected
for soft soil profiles. The model proposed by Stewart et al. (2014) was used to fit the AF as
a function of the input spectral acceleration:

Say, g+ fs

IN(AF) = f, + f{ j+ga,nAF (8.4)

3

where f1, f2, and f3 are parameters, Sanu_s is the baserock acceleration at NU_B (in units of

g), € iIs a standard normal random variable and onar is a parameter that represents the

standard deviation of the data with respect to the median prediction of the model. As will be

explained later, this values is allowed to vary with Sanu s (i.e., a heteroskedastic model). The

parameters were determined for each period through regression analyses using Maximum
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Likelihood regression (Benjamin & Cornell, 1970). Analogous to the Groninger Forum study
(Bommer et al., 2015b), the parameter f3 has been fixed to a value of 0.5. This value was
seen to result in good fits for the Groningen sites.

An example of the AF values and the fit for zone 1208 is provided in Figure 8.31. Each point
represents one STRATA calculation. For zone 1208, approximately 500 calculations were
performed. The median fit through the data points for each period is represented by the black
line. The median plus/minus one standard deviation are shown as the dashed lines. From
the example it is clear that the AFs are highly non-linear. There is a marked transition in the
effects of non-linearity at periods around 1.0 to 1.5 s. The parameter f2 is always negative
for periods smaller or equal to 1.0 s, which implies that for larger Sarock, the AF values
decrease. For periods of 1.5 s, f2 is either positive or negative. For periods equal or larger
than 2.0 s, f2 is generally positive, indicating that soil non-linearity leads to an increase in AF
at larger Sarock.

T=2.50 T=3.00 T=4.00 T=5.00

Figure 8.31. Amplification factors (AF) for zone 1208 for all periods. The fit through the data is
represented by the black line. The dashed line indicates a one standard deviation band; Sarc has
units of g.

In order to avoid unrealistic AF values outside the range of Sarock represented by the input
motions, for each zone and each period a minimum and a maximum median AF is imposed.
The minimum AF is equal to 0.25. This value is also a conservative choice that limits the
reduction in ground motions resulting from the extreme nonlinear behaviour in soil layers that
yield under the applied loading. The minimum AF is relevant for periods < 1.0 s (e.g., periods
of 0.01 and 0.1 s in Figure 8.31). The maximum AF is conservatively set to the predicted 98"
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percentile AF at the maximum Sarck according to Eq.(8.4), that is the median plus two
standard deviations. The maximum AF is relevant for periods = 1.5 seconds (e.g., periods of
2.0, 2.5 and 3.0 s in Figure 8.31)

The residuals between the computed AF values and the median values predicted by Eq.(8.4)
are shown in Figure 8.32. The plus/minus one standard deviation (omnar) are shown by the
dashed lines. Especially at smaller periods, the standard deviation varies with Sarock (i.e., an
heteroskedastic model). The variation of omar with Sarock Was modelled by a tri-linear
function: a constant value a constant value o1 below Sarocklow, @ constant value o2 above
Sarockhigh and a linear increase in between these two Sarock cut-off points (see Section 10.5).

Residual AF

Residual AF

10 102 10? 10 102 10° 10 102 10° 10 102 10°
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Residual AF

Figure 8.33. Residuals for the amplification factors for zone 1208 for all 16 target response periods;
the standard deviation is heteroskedastic; Sasc has units of g.

The standard deviations obtained from Eq.(8.4) represent the uncertainty in the soil profile
model at each voxel stack (Chapter 7) and the spatial variability across a zone. In addition,
these standard deviations also include the effects of motion-to-motion variability because the
AF were fit using a set of 100 input motions. The standard deviations, however, do not include
the effects of the variability of modulus reduction and damping (MRD). The effects of MRD
uncertainty on the AF were obtained from a review of relevant literature and for a pilot study
conducted at the Groninger Forum site (Bommer et al., 2015b). The final uncertainty model
is presented in Section 9.3.
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9. ZONIFICATION for SITE AMPLIFICATION FUNCTIONS

As has been noted several times, the most important enhancement in the V2 GMPEs
compared with the earlier ground motion models for the Groningen field is the inclusion of
site-specific non-linear amplification factors (AF). This approach required the development
of GMPEs to predict motions at the NU_B reference rock horizon, which were broadly similar
in their functional form to the V1 equations (Chapter 6). To develop a model of field-wide AFs
to transfer these rock motions to the ground surface first required the development of layer
models of velocity, density and damping, in addition to the selection of appropriate modulus
reductions and damping curves for the different layers (Chapter 7). The model for the
reference rock motions was then used to generate dynamic inputs at the NU_B horizon and
these were used to run very large numbers of site response analyses for profiles covering
the entire field. The output from these analyses was used to derive equations for non-linear
AFs for the spectral acceleration at each of the 16 target periods (Chapter 8).

In this chapter, the zonification of the field is described whereby areas to which a common
suite of AFs can be assigned are grouped into a single zone. The chapter begins with a
description of the criteria adopted for grouping individual locations into zones (Section 9.1).
The application of these criteria to the site response analyses results, leading to the definition
of 167 zones across the study area, is the descried in Section 9.2. The final zone AF and
their uncertainty are described in Section 9.3. Finally, Section 9.4 compares the computed
AFs with the AF used at the stations for the inversion analyses, and also presents the Vs3o
characteristics of each of the zones.

9.1. Criteria for zonification

The starting point for the zonification for site response analyses is the geological model for
the shallow depth range from Kruiver et al., 2015 (Figure 9.1). The Groningen field, including
a 5 km buffer, was divided into 256 geological zones. A geological zone is defined as a zone
with distinct mappable geology as expressed by one or several characteristic sequence of
deposits. The mappability depends on the quality and distribution of subsurface information
and the associated uncertainties in the composition of each geological unit. Therefore, in
some cases, a geological zone is homogeneous and contains one main characteristic
sequence of deposits. In some other cases, however, the subsurface is more heterogeneous
and the geological zone contains several characteristic sequences of deposits. For
heterogeneous zones, smaller subdivisions were not feasible, because there is either lack of
data to support a higher level of detail, or the geological zones would become too small to
be of use in the hazard and risk analysis.
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Figure 9.1. Geological zones for Version 1 of the geological model for site response for Groningen
(Kruiver et al., 2015). Left: depth range from surface to NAP-50 m; for legend see Figure 4.5. Right:
for depth range below NAP-50 m, arbitrary colours

The geological zones were based on various sources of data including the beta version of
GeoTOP, drillings and CPTs from the Dino database, additional CPTs from two companies
(Fugro and Wiertsema and Partners), the digital elevation model AHN, the Digital Geological
Model (DGM), the REgional Geohydrological Information System (REGIS II), and
paleogeographical maps. The GeoTOP depth range is from the surface to NAP-50 m.
Therefore, Version 1 of the geological model (V1) of Kruiver et al. (2015) consists of two
depth ranges: surface to NAP-50 m (Figure 9.1, left) and NAP-50 m to NU_B (Figure 9.1,
right). The shallow depth range model (surface to NAP-50 m) has been used as a basis for
the zonification for site amplification because soft layers in the shallow subsurface have the
largest effect on site response.

Several modification to the zonification of the V1 geological model were made. The general
criteria was to eliminate smaller zones by merging them with larger zones provided that the
amplification factors were sufficiently similar. This zonification approach is described in the
next section. The objective, originally, was to optimise the grouping of voxel stacks into zones

in order to minimise ¢525 within a zone, while avoiding over-discretisation of the field. The
practical application was slightly different but broadly consistent with this goal.

155



9.2. Zonification of the study area

The first modification of the geological zones in V1 of the geological model is to merge very
small zones with adjacent bigger zones. In V1 the smallest zones consist of only 5 to 50
voxel stacks, corresponding to 5-50 hectares. Even with 5 signals per voxel stack, no
representative spectral ratios can be determined for these very small zones. Moreover, very
small zones are not practical in the hazard and risk analysis, which has a spatial aggregation
level of several square kilometres. The decision to merge two or more zones is based on the
comparison between the median and uncertainty of the amplification factors (Eq. 8.4) of the
individual zones and the merged zone. If the median of the zones was not significantly
different, then the merge proceeded. If the uncertainty in the AF (cinaF) was significantly
different between the two zones, then the merge proceeded only if the smaller zone had a
smaller uncertainty. This was done to prevent under-estimation of the hazard in the smaller
zone.

An example of the merge of a small zone (3419) and an adjacent large zone (2810) into a
combined zone (2820) is shown in Figure 9.2.
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Figure 9.2. Geographical distribution of voxel stacks of the small zone (3419) and the adjacent
larger zone (2810); the location of the zones within the Groningen field is shown in Figure 9.6

Figure 9.2 shows the geographical distribution of the voxel stacks for both zones. Figure 9.3
shows the AF and their uncertainty for selected periods. For most of the periods (4 selected
periods are shown in Figure 9.3), the predicted AFs of the large zone (orange line) and of
the combined zone (black line) are nearly identical. This is expected because the larger zone
has a larger amount of data and these control the regression. However, the predicted AF of
the individual zones are also similar to the combined AF. The onar of the small area generally
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has slightly lower values. However, this might be the result of a poor constraint of cinar due
to the insufficient number of voxel stacks in the small zone. Therefore, in the case of (nearly)
identical fits for the large and the combined zone, we have merged the small and the large
zone into one. In that case, the new zone received a new code, corresponding to the main
geological succession in the merged zone. Based on the comparative analysis of the fits, all
geological zones in V1 that were smaller than 50 hectares (~ 50 voxel stacks) were merged
with one of their adjacent zones.
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Figure 9.3. Example of merging AF results for small zone 3419, the adjacent large zone 2810 and
the combined zone 2820 for periods (Itor) T =0.01, 0.5, 1.0 and 2.0 s for the calculated
amplification factor values (top), the resulting fit (middle) and the variability of the residuals (bottom)

The second modification of the geological zones in V1 of the geological model is related to
the zones in the south of the Groningen region. In V1 there are patchy zones embedded in
larger zones (Figure 9.1). In the south, the Pleistocene deposits reach, in some places, the
current land surface. The topographical depressions were filled-in with peat and brook
deposits. The patches are areas where no peat has accumulated, because these areas were
elevated with respect to the surrounding land. The patches form a different geological zone
than the surrounding region. Multipart polygons with irregular shapes and relatively small
size, however, are difficult to deal with in the hazard and risk analysis. We therefore
investigated the possibility of combining the patches with the zone they are embedded in.

An example of the comparison of the fit for one of the patchy zones embedded into a
surrounding zone is given below. The geographical distribution of the voxel stacks is shown
in Figure 9.4. The difference between the patches and the surrounding areas lies in the
absence or the presence of peat. Therefore, we expect that there would be a difference in
amplification factors. The AF are shown in Figure 9.5. Note, however, that the scatter of AF
values within the zones (Figure 9.5, top panels), is larger than the scatter between the zones.
The resulting fit through the AF data points is identical for the individual zones and for the
combined zones (Figure 9.5, middle panel). Additionally, the cinar is nearly identical for most
periods. In this example, the zones were merged into a new zone 3311.
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Figure 9.4. Geographical distribution of voxel stacks of the geographical mixed zones 3301 and
3403; the location of the zones within the Groningen region is shown in Figure 9.6
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Figure 9.5. Example of merging AF results for geographically mixed zones 3301 and 3403 and the
combined zone 3311 for periods (Itor) T =0.01, 0.5, 1.0 and 2.0 s for the calculated amplification
factor values (top), the resulting fit (middle) and the standard deviation of the residuals (bottom)

All zones in the south were analysed by comparing fits of individual zones and several
combinations of combined zones. In case of identical or nearly identical fits (differences for
only one or two periods), the zones were merged. In some cases, the fit of the combined
zone (as evaluated by oinar) was worse than the fits of the individual zones (e.g., for zones
3411 and 3412). In that case, they were kept as separate zones. The resulting zonation for
the south part of Groningen is shown in Figure 9.6 (bottom panel).

The third modification to the V1 zonation model is to exclude geological zones that are
situated in the Wadden Sea. Although large parts of the Wadden Sea become dry twice a
day due to tides, there are no buildings situated on the mudflats. Therefore, Wadden Sea
zones are not included in the current version (V2) of the geological zonation. The resulting
V2 of the geological zones used for zonation of the spectral amplification functions is shown
in Figure 9.7.
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Figure 9.6. Zoom of geological zones of V1 before merging (top) and of the current zonation after
merging (V2, bottom). The examples in Figure 9.2 and 9.4 are indicated by the yellow arrows; for
legend, see Figure 4.5
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Figure 9.7. Version 2 of the geological zonation, used for the site amplification functions in GMPE
V2

There are 167 zones defined in the V2 zonation of the field compared to the 256 zones in
the original geological zonation (V1) of the field. A table in digital format is provided containing
the zone assigned to each coordinate (see Executive Summary).
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9.3. Zone amplification factors

The amplification factors for the zones were computed from the site response analyses
described in Section 8.3. The Vs profile for each voxel stack was randomized using the model
described in Chapter 7. A single randomisation per voxel stack was used, and all the voxel
stacks within a zone were grouped to compute the amplification factors for the zone. The
alternative (i.e., to generate multiple randomization for each voxel-stack within a zone)
resulted in a much larger number of site response analyses without much difference in the
resulting factors. The computed AF at each period were fit using Eq.(8.4), and maximum and
minimum limits on the AF were imposed, as described in Section 8.3. The zone amplification
functions for the entire study area are shown in Figure 9.8. Observe that these functions are
highly non-linear. For the Groningen profiles, the nonlinearity implies a reduction in AF for
shorter periods but an increase in the AFs at longer periods. This increase is expected as
the resonant period of the sites shifts to longer periods as the soil softens.

T=0.01s T=0.1s T=0.2s T=0.3s

T=0.7 s

T=2.0s

T=2.5s

AF

10° -
107 10? 10° 1072
SA [g] SA [g] SA [g] SA [g]

Figure 9.8. Fitted AF functions for all zones for all periods; note that y-axes are not the same in all
cases and labels on left-hand side do not always apply (courtesy of Stephen Bourne)

The standard deviations of the amplification factors obtained from Eq. (8.4) (i.e., oinaF) were
fitted to an heteroskedastic tri-linear model (see bottom panels of Figures 9.3 and 9.5) given

by:
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Ohar = Onar SaNU_B < S8yek ow (9.139)

In(saNU _B) - In(sarock,low) Sa
n(sarock,high) - In(sa

rocklow —

O = (0, AF2 T Onar ,1) | < SaNU_B < Sarock,high

rock ,low )

(9.1b)
Onar = Ohar2 Sayy g > S8ouk high (9.1¢)

where cinaF.1, GInAF,2, Sarocklow and Sarock high are model parameters, and Sanus is the predicted
spectral acceleration at the reference rock (Section 6.6). The period dependence of all the
parameters in Eq.(9.1) was omitted for clarity. The parameters for Equation 8.4, including the
uncertainty parameters oinar.1, oinar,2 in EQ. (9.1), were computed using Maximum Likelihood
regression. However, Sarock,high and Sarock low COuld not be constrained in the regression and
were determined from visual inspection. To maintain consistency across periods, Sarock,low
was obtained from the predictions of the GMPE at the reference rock (Section 6.6) for a
scenario with M 5 and Repi 15 km. Sarockhigh was set equal to Sarock,low multiplied by 10.

As indicated in Section 8.3, the standard deviations obtained from Eq.(8.4) and given in
Eq.(9.1) represent the effect of uncertainty in the soil profile model at each voxel stack
(Chapter 7) and the spatial variability across voxel stacks in a zone. In addition, the cinar also
includes the effects of motion-to-motion variability. These standard deviations are the basis
for the uncertainty in the site response within a zone, ¢szs. The subscript “S2S” implies that
this uncertainty component represents the “site-to-site” variability for all sites within a given
zone. The following issues, which were not taken into account in cinar, were considered when
modifying these values to obtain the ¢s2s model:

- Modelling error
- Empirical bounds
- Contribution to uncertainty in AF due to MRD uncertainty

Modelling error can result from limitations of the adopted site response procedure. If the
modelling procedure is likely to produce a bias in the results, this bias needs to be accounted
for. One possible approach is to inflate the cinar to account for the bias. The literature review
presented in Section 8.1 indicated that, in general, the EQL procedure has positive bias in
computed spectral accelerations with respect to more accurate NL procedures. Similarly, the
RVT procedure also produces positive bias with respect to time series analyses. For these
reasons, it was considered that the selected RVT based EQL analyses results in
conservative biases and no modelling error was added to cinar.

Empirical bounds to computed site response uncertainty may be necessary because the one-
dimensional site response analyses predict no site effects at periods longer than the first-
mode period of the site. However, empirical evidence shows that the site-to-site variability at
long periods does not decrease significantly with Vs3o. Similar to other projects (e.g., Bommer
et al., 2015d), the minimum level of epistemic uncertainty on the site term was selected based
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on the site-to-site variability at borehole stations in the KiK-net array (Rodriguez-Marek et al.,
2014). This variability is 0.2. The site conditions at borehole stations in the KiK-net array are
relatively uniform and the site-to-site variability does not show dependency on site properties.
For these stations, site response would predict almost no site-to-site variability, hence the
measured 0.2 value is considered an empirical lower bound to ¢szs. This value was selected
as the lower bound for ¢s2s for applications in the Groningen region.

The additional uncertainty in the amplification factors needed to account for the epistemic
uncertainty in MRD was obtained from a pilot study conducted at the Forum site (Bommer et
al., 2015b). The contributions to AF uncertainty from both Vs uncertainty and MRD
uncertainty are shown in Figure 9.9. Note that the contribution to AF uncertainty at short
periods is larger for MRD variability than for Vs variability. This trend reverses at longer
periods. Other studies performed similar analyses to evaluate the contribution to AF
variability from Vs and MRD. Kwok et al. (2008) and Li & Assimaki (2010) concluded that
MRD uncertainty has a smaller contribution than Vs uncertainty to the total AF uncertainty.
On the other hand, Rathje et al. (2010) observed similar contributions to AF uncertainty from
Vs and MRD.

D5 T T T
Ys and MRED Varied
= = =5 Varied
0.4 e VRO Waried -

0.3

T inaF

0.24

0.1

1072 107" 10" 10"
Period (s)

Figure 9.9. Contribution to AF variability from variability of Vs an MRD for the Groninger Forum site

The uncertainty in AF shown in Figure 9.9 corresponds to strong levels of shaking. For lower
shaking intensity, it is expected that the uncertainty due to MRD curves would be lower. The
final model for the contribution to AF uncertainty from MRD curves (cinar,mrD) iS shown in
Figure 9.10. In this figure, the black line corresponds to the contributions inferred from the
Forum study (these values are slightly lower than those in Figure 9.9 to account for some
negative correlation between the contribution from Vs and MRD variability). Note that the
proposed model for High Intensity shaking envelopes the Forum results.
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Figure 9.10. Model for the contribution to uncertainty of MRD variability
The final model for the site-to-site variability in the amplification factors is then given by:

D25 = Psos1 SaNU_B < S&gekiow (9.23)

In(Sa, 5)-In(Sa

rock ,low )

¢szs = (¢szs,2 - ¢szs,1)

Sarock,low < Sa'NU_B < Sa

k,high
Ir](Sarock,high ) - Ir](Sarock,low) roca
(9.2b)
Ps2s = Ps2s.2 SaNU_B > Sarock,high (9.2¢)
where Psos1 = \/(Uln AF,1)2 + (o, AF,MRD,Iow_intensity)2 (9.38)
¢szs,2 = \/(O-In AF,z)2 + (o, AF,MRD,high_intensity)2 (9.3b)

where onarmrp IS the additional uncertainty due to MRD for low and high intensity given by
the red line and blue lines in Figure 9.10, respectively; and ocinar are obtained from Maximum
Likelihood regression of Eq.(8.4) along with the uncertainty model in Eq.(9.1). In addition, a

minimum value of ¢s2s=0.2 is imposed.

An example of the model fit for one individual zone (1208) was shown in Figure 8.32. The
resulting values for the fit for the median model (f1, f2, f3) and for the standard deviation model
(bs2s,1, ds2s,2, Sarocklow, and Sarock,high) are listed in Table 9.1 for Zone 1208. The model for
ds2s is shown in Figure 9.11 along with the residuals of the computed AFs. Note that the
heteroskedasticity of the standard deviation is most pronounced for periods between T = 0.3
sand T = 0.85 s. A table in digital format is provided to the hazard and risk team containing
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the fit parameters for all 167 geological zones of version V2 for all 16 periods (see Executive
Summary).

Table 9.1. Example of the fit parameters and ¢szs for zone 1208

Zone | T (S) f1 fa fs | AFmin | AFmax ¢szs,1 ¢szs,2 Sarock,low | SArock;high
1208 | 0.01 | 0.8421 | -2.6046 | 0.5 | 0.25 |2.3189| 0.2000 0.3006 0.0065 | 0.0650
1208 | 0.1 |0.6416|-2.3279|0.5| 0.25 |1.8977| 0.2416 0.4006 0.0090 | 0.0896
1208 | 0.2 |0.6116|-2.0084 | 0.5| 0.25 |1.8404| 0.2732 0.4438 0.0149 | 0.1487
1208 | 0.3 |0.9645|-2.2973 | 0.5| 0.25 |2.6170| 0.2453 0.5145 0.0164 | 0.1640
1208 | 0.4 |1.2066|-2.3332|0.5| 0.25 |3.3323| 0.2546 0.5197 0.0181 | 0.1815
1208 | 0.5 [1.1532|-2.0644 | 0.5| 0.25 |3.1605| 0.2640 0.4809 0.0171 | 0.1712
1208 | 0.6 [1.0461|-1.8611|0.5| 0.25 |2.8414| 0.2478 0.4053 0.0137 | 0.1370
1208 | 0.7 |0.9973|-1.6053|0.5| 0.25 [2.7076| 0.2113 0.3535 0.0115 | 0.1149
1208 | 0.85 | 0.9542 | -1.1945| 0.5 | 0.25 [2.6316| 0.2000 0.3087 0.0098 | 0.0983
1208 | 1 |0.9934|-0.9510|0.5| 0.25 [3.0409| 0.2000 0.2753 0.0085 | 0.0855
1208 | 1.5 |0.7247| 0.6391 | 0.5| 0.25 |4.6510| 0.2000 0.2499 0.0076 | 0.0759
1208 | 2 |0.6869| 0.9613 | 0.5| 0.25 [4.4317| 0.2000 0.2108 0.0062 | 0.0620
1208 | 2.5 |0.6536| 1.4060 | 0.5 | 0.25 |3.8687| 0.2000 0.2000 0.0037 | 0.0369
1208 | 3 [0.5888| 1.5427 | 0.5| 0.25 |3.3307| 0.2000 0.2000 0.0027 | 0.0266
1208 | 4 ]0.4871| 0.7088 | 0.5| 0.25 |2.4876| 0.2000 0.2000 0.0019 | 0.0186
1208 5 [0.4331|-0.2291|0.5| 0.25 |2.0362| 0.2000 0.2000 0.0015 | 0.0147

Some more examples of the AF for various zones that have different levels of AF values are
shown in Figures 9.12 through 9.14. Figure 9.12 shows the AF for Zone 309, which generally
has low AF values. This region is located in the south and has a relatively high median Vszo
(262 m/s). Figure 9.13 shows the results for Zone 601, which generally has intermediate AF
values and also has an intermediate Vsso value (184 m/s). Figure 9.14 shows the results for
Zone 1009 which has generally high AF values. The Vs3o for this zone is 174 m/s.

The geographical distribution of the median AF and the ¢s2s for each zone are plotted in
Figures 9.15 to 9.22 for four selected periods (0.01, 0.5, 1.0 and 2.0 s) and for selected
combinations of M and Repi. The magnitude-distance scenarios define the median spectral
accelerations at the reference rock; these median values are multiplied by a factor that takes
into account the possible deviations of the reference rock scenarios from their median values.

Figure 9.15 shows the AF for a M (4.0) and Repi (50 km) scenario. This scenario leads to
nearly linear site response at all periods. Figure 9.16 is plotted for an intermediate magnitude
scenario (M 5.0 and Repi 1 km). Figure 9.17 is for a large earthquake that generates strong
motions at the reference rock (M 6.5, Repi 1 km). Figure 9.18 is an example of a scenario that
would generate very large reference rock motions (M 6.5 and Repi 1 km: factor is 3.32). This
factor corresponds approximately to a deviation of two epsilons considering a sigma of 0.6
at the reference rock level. In all cases, the median AF is shown. Figures 9.19 to 9.22 show
the corresponding ¢szs for these scenarios.
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Figure 9.11. Residuals for the amplification factors for zone 1208 for all periods. The standard
deviation is heteroskedastic
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Figure 9.15. AF for the Groningen region for a scenario with M 4.0 and Repi 50 km;
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Figure 9.16. AF for the Groningen region for a scenario with M 5.0 and Repi 1 km;
NU_B acceleration factor = 1
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Figure 9.17. AF for the Groningen region for a scenario with M 6.5 and Repi 1 km;
NU_B acceleration factor = 1
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Figure 9.18. AF for the Groningen region for a scenario with M=6.5 and Repi=1 km;
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NU_B acceleration factor = 3.32
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Figure 9.19. ¢s2s for the Groningen region for a scenario with M 4.0 and Repi 50 km;

NU_B acceleration factor = 1
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Figure 9.20. ¢s2s for the Groningen region for a scenario with M 5.0 and Repi 1 km;
NU_B acceleration factor = 1
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Figure 9.21. ¢s2s for the Groningen region for a scenario with M 6.5 and Repi 1 km;
NU_B acceleration factor = 1
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Figure 9.22. ¢s2s for the Groningen region for a scenario with M 6.5 and Repi 1 km;

175

NU_B acceleration factor = 3.32
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Most modern GMPEs as well as building codes use Vs3o as a proxy for the site response
characteristics of any given location, the reason for which is primarily related to the relative
abundance of this parameter (30 metres being the depth to which a borehole could be drilled
in one day) rather than any compelling geophysical significance. For the spectral acceleration
predictions, for which transportability has not been a consideration, the use of this rather
crude parameter has been circumvented through the site response zonation. However, as is
explained in Chapter 12, the duration GMPE—derived in a completely different way and
defined directly at the ground surface rather than at the NU_B horizon for application of the
AFs in each zone—does include this simplified parameter. Therefore, the implementation of
the model requires a map of Vsso across the field, for which the preferred solution was to
assign representative Vsso values to each of the site amplification zones. Based on the
zonation proposed in Section 9.2 (Figure 9.7), median, average and standard deviations of
Vs3o for each zone were determined. The resulting Vsso maps are shown in Figure 9.23
(median Vsa30), 9.24 (average Vsso) and 9.25 (standard deviation of Vs30). These maps may
also prove useful for prioritisation schemes for building strengthening and improvements to
the definition of seismic loads in the NEN-NPR draft seismic design code for the Groningen
region (NEN, 2015).

For completeness, the Vsso values at the recording stations are reported in Table 9.2. Two
Vs3o values are reported: one set based on the zone where each station is located, and the
other set calculated from the Vs profile at the station as inferred from the GeoTOP model.
The latter values were originally reported in Table 4.2 in Chapter 4.

There is a distinct pattern in the distribution of Vs3o, showing lower Vs3o values in the north
and higher Vszo0 values in the south. In the southern part, the high Vsso values reflect the
presence of Pleistocene sediments at or near the surface. The Hondsrug is clearly
recognisable as a high Vs3o zone in the southwest, situated between the outline of the field
and the 5 km buffer. East of the Hondsrug there is a channel infill with tidal deposits, resulting
in a relatively low Vsso value. There is a sharp contrast in Vsso between the Hondsrug and
the adjacent tidal deposits. This sharp contrast is expected because of depositional
environment of a tidal zone next to a ridge structure. One small Holocene channel infill can
be recognised in the east (geological area 1718). One large channel, with clayey infill, giving
rise to low Vss3o values is present in the east (geological area 2020). In the north and west,
two sandier channel infills (geological area 802 and 1107+2108+1110) can be discerned in
a more clayey environment.

The northern part generally shows lower Vsso values relative to the south. The resulting Vszo
value is an interplay between the lithological infill and thickness of the Naaldwijk Formation,
and the presence or absence and the thickness of peat layers. Generally, the Naaldwijk
Formation is expected to be more sandy and consisting of a thicker layer to the north. Both
aspects have counteracting effects on Vsso. Locally, the occurrence of shallow Pleistocene
soils also increase the Vsazo. In general, the difference between the median and the average
Vs3o is small. The standard deviation of Vsso varies geographically. The northern part consists
of more heterogeneous tidal deposits of alternating peat and clay, giving rise to higher
standard deviations of Vszo. The southern part, generally containing sandier deposits, shows

lower standard deviations.
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Figure 9.23. Median Vsz3o for the geological zonation V2. Updated Vsso map, following the methods
described in Kruiver et al. (2015)
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Figure 9.24. Average Vsz; for the geological zonation V2. Updated Vsz map, following the methods
described in Kruiver et al. (2015)
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the methods described in Kruiver et al. (2015)
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Table 9.2. V3 values at the recording stations.

Standard

Average Median deviation Vs30
station | X (R0) | v (D) | OO | YT | Y ne | Trom | Cirom e

(m/s) (m/s) zone profile

(m/s)

BAPP | 251515 | 593011 2104 178.0 179.6 22.1 179.7
BFB2 | 247128 | 578753 3114 238.3 240.0 21.5 272.9
BGAR | 243289 | 598757 1001 188.0 190.7 22.2 193.0
BHAR | 243266 | 583316 3114 238.3 240.0 21.5 221.4
BHKS | 248207 | 590399 2102 183.4 184.4 24.4 214.8
BKAN | 239844 | 599738 604 171.8 174.6 27.9 196.2
BLOP | 245560 | 595020 1032 187.0 190.5 23.7 202.2
BMD1 | 238581 | 596379 1002 184.4 187.4 26.0 179.8
BMD2 | 238899 | 597051 1001 188.0 190.7 22.2 198.2
BONL | 245966 | 602400 1011 182.1 185.4 22.9 185.7
BOWW | 249933 | 595841 2104 178.0 179.6 22.1 184.3
BSTD | 241967 | 592542 1102 188.0 189.9 22.9 199.4
BUHZ | 240487 | 603067 801 177.6 179.9 19.8 203.4
BWIN | 245723 | 592495 2102 183.4 184.4 24.4 198.2
BWIR | 248213 | 593808 2104 178.0 179.6 22.1 202.6
BWSE | 243091 | 596144 602 187.4 191.0 23.7 193.9
BZN1 | 247389 | 598590 1004 185.9 190.0 24.9 189.3
BZN2 | 246051 | 597580 1032 187.0 190.5 23.7 186.4
G240 | 252958 | 590272 2101 207.6 209.5 23.4 238.4
G300 | 255589 | 589141 1802 243.3 252.5 41.0 277.3
G340 | 246960 | 585982 2207 220.1 220.9 18.1 218.5
G400 | 250003 | 582993 311 249.9 249.0 17.0 244.0
G450 | 247006 | 580104 3114 238.3 240.0 21.5 258.1
G460 | 252738 | 580012 2824 253.7 254.0 24.6 255.6
HKS | 248199 | 590274 2101 207.6 209.5 23.4 208.7
KANT | 239844 | 599738 604 171.8 174.6 27.9 196.2
WIN | 245644 | 592594 2102 183.4 184.4 24.4 191.6
ZAN1 | 247375 | 598600 1004 185.9 190.0 24.9 192.8
ZAN2 | 246063 | 597600 1032 187.0 190.5 23.7 188.0

9.4. Comparison with amplification factors for recording stations

In Section 4.3 the linear spectral amplifications for the recording stations were computed for
use in the seismological inversions. In addition, the spectral amplifications for the 46 weakest
signals from the input motion set described in Section 9.2 were determined with STRATA
using the same layering file and Vs file as for the linear analysis. This was done as an internal
check to ensure internal consistency of results. The input signals come from Group 1 and 2
from Figure 8.27 and have a maximum acceleration of 0.062g. The STRATA calculations
were carried out on the original profiles, that is, without excluding peat layers as was done
for the station amplification factors (code X in station name, see Section 4.3). The difference
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in spectral amplification ratios is calculated as the relative difference between the linear
amplification factor, AFin, and the amplification factor from STRATA, AFsTraTA:

B AFSTRATA

Relative _difference= A
AF

(9.4)

lin

The results are summarised in Table 9.3 and shown as a histogram in Figure 9.26. Most of
the differences are smaller than 20%. The distribution is slightly asymmetric, indicating that
the AF values from the STRATA analyses using the original profiles are generally slightly
larger than those from the linear analysis. For the linear range, the two methods compare
well.
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Figure 9.26. Distribution of relative differences between linear amplification factors and those from
STRATA, results for all periods combined
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Table 9.3. Relative difference between linear amplification factors and those from STRATA. Colour
coding: difference < 20 % (white); between 20 and 30% (peach); > 30% (red)

Station Periods (s)

001)0102]03 |04 |05)]06 |07 |08] 10/ 15| 20| 25|30 ] 40 | 50

BAPP |-0.04 |-0.19 | 0.10 | 0.03 | -0.02 | -0.05 | -0.04 | -0.05 | -0.02 | -0.08 | -0.05 | -0.13 | -0.22 | -0.24 | -0.22 | -0.20

BFB2 |-0.01)-0.06 | 0.01 | 0.00 |-0.02 |-0.03 | 0.00 |-0.05]-0.06 | -0.01 | -0.06 | -0.13 | -0.14 | -0.11 | -0.08 | -0.06

BGAR |-0.02 |-0.11]-0.10 | 0.00 | 0.02 | 0.02 | -0.02 | -0.11 | -0.06 | -0.08 | -0.05 | -0.11 | -0.18 | -0.19 | -0.17 | -0.15

BHAR 0.05 | 0.14 | -0.02 | -0.02 | -0.01 | -0.02 | -0.02 | -0.01 | -0.02 | -0.03 | -0.04 | -0.04 | -0.11 | -0.13 | -0.11 | -0.09

BHKS |-0.01]-0.08 | 0.08 | 0.00 | -0.08 | -0.02 | -0.06 | -0.03 | -0.06 | -0.07 | -0.05 | -0.11 | -0.18 | -0.18 | -0.17 | -0.16

BLOP |[-0.03| 0.07 | 0.00 | 0.05 | -0.01 | -0.04 | -0.06 | -0.08 | -0.06 | -0.09 | -0.05 | -0.11 | -0.19 | -0.21 | -0.20 | -0.18

BMD1 |-0.06|-0.24 | -0.06 | 0.00 | -0.02 | -0.08 | -0.03 | -0.03 | 0.00 | -0.06 | -0.04 | -0.10 | -0.19 | -0.21 | -0.18 | -0.16

BMD2 | 0.02 | 0.07 | 0.09 | 0.03 | 0.01 | -0.04 | -0.01 | -0.03 | 0.01 |-0.06 | -0.03 | -0.09 | -0.16 | -0.17 | -0.15 | -0.13

BONL |-0.05]|-0.06 | -0.08 | 0.01 | 0.01 | 0.00 |-0.02 | -0.12 | -0.06 | -0.08 | -0.05 | -0.11 | -0.19 | -0.21 | -0.19 | -0.18

BOWW |-0.04| 0.04 | -0.04 | 0.03 | -0.01 | -0.06 | -0.04 | -0.04 | -0.01 | -0.07 | -0.04 | -0.12 | -0.20 | -0.21 | -0.19 | -0.17

BSTD -0.24!-0.04 0.02 | 0.00 | -0.01 | -0.01 | -0.04 |-0.01 |-0.02 | 0.12 | 0.10 | 0.10 | 0.13 | 0.18 | 0.21

BUHZ | 0.00 | 0.02 | 0.08 | 0.04 | -0.02 | -0.04 | -0.02 | -0.06 | -0.02 | -0.05 | -0.04 | -0.08 | -0.15 | -0.17 | -0.15 | -0.14

BWIN 0.02 |-0.12] 0.17 | 0.00 | 0.02 | -0.02 | -0.02 | -0.02 | 0.00 | -0.07 | -0.03 | -0.10 | -0.17 | -0.18 | -0.16 | -0.14

BWIR ]-0.08 |-0.29 | 0.01 | 0.03 | 0.00 | -0.04 | -0.06 | -0.05 | -0.03 | -0.08 | -0.05 | -0.11 | -0.19 | -0.20 | -0.18 | -0.16

BWSE |-0.08 | -0.28 | -0.08 | 0.08 | -0.02 | -0.05 | -0.05 | -0.11 | -0.06 | -0.08 | -0.05 | -0.11 | -0.19 | -0.21 | -0.20 | -0.18

BZN1 |-0.05) 0.03 |-0.15] 0.05 | 0.01 | -0.03 | -0.05 | -0.11 | -0.07 | -0.08 | -0.05 | -0.12 | -0.20 | -0.21 | -0.20 | -0.18

BZN2 |-0.08|-0.13|-0.16 | 0.00 | 0.00 | -0.03 | -0.05 | -0.10 | -0.07 | -0.08 | -0.06 | -0.13 | -0.21 | -0.23 | -0.21 | -0.19

FRB2 |-0.01)-0.06 | 0.01 | 0.00 |-0.02 |-0.03 | 0.00 | -0.05]-0.06 | -0.01 | -0.06 | -0.13 | -0.14 | -0.11 | -0.08 | -0.06

G240 [-0.01) 0.06 | -0.01]-0.01 | -0.04 | -0.02 | -0.06 | -0.03 | -0.07 | -0.07 | -0.03 | -0.10 | -0.14 | -0.15 | -0.13 | -0.12

G300 |-0.01] 0.06 | -0.04|-0.01|-0.04 |-0.02|-0.05]|-0.01)-0.07|-0.06 | -0.03 |-0.08 |-0.12 | -0.11 | -0.09 | -0.08

G340 0.06 | 0.19 | -0.02 | -0.01 | 0.00 | -0.02 | -0.02 | -0.07 | -0.02 | -0.06 | -0.03 | -0.08 | -0.14 | -0.15 | -0.13 | -0.12

G400 |-0.02]-0.04]-0.04| 0.00 | 0.00 | 0.01 | -0.03 |-0.02 |-0.01|-0.06 |-0.03 |-0.09 |-0.14|-0.14|-0.11 | -0.10

G450 |-0.02|-0.12 | -0.02 | -0.03 | 0.03 | -0.01 | 0.00 | 0.00 | -0.06 | -0.02 | -0.05 | -0.13 | -0.14 | -0.12 | -0.09 | -0.07

G460 |-0.04|-0.10 | -0.03 | -0.03 | -0.03 | 0.00 | -0.04 | 0.01 | -0.02 | -0.06 | -0.03 | -0.10 | -0.14 | -0.13 | -0.10 | -0.08

GARST |-0.02 |-0.11|-0.10| 0.00 | 0.02 | 0.02 | -0.02 | -0.11 | -0.06 | -0.08 | -0.05 | -0.11 | -0.18 | -0.19 | -0.17 | -0.15

HARK ] 0.05 | 0.14 | -0.02 | -0.02 | -0.01 | -0.02 | -0.02 | -0.01 | -0.02 | -0.03 | -0.04 | -0.04 | -0.11 | -0.13 | -0.11 | -0.09

HKS 0.04 | 0.24 | -0.02 | 0.00 |-0.04 | -0.02 | -0.06 | -0.02 | -0.05 | -0.07 | -0.04 | -0.10 | -0.16 | -0.17 | -0.15 | -0.14

KANT 0.04 1 0.18 | 0.14 | 0.11 | 0.14 | 0.06 | 0.00 | -0.16 | -0.18 | -0.22 | -0.11 | -0.15 | -0.21 | -0.22 | -0.20 | -0.18

STDM |-0.05]-0.22 | -0.01 | 0.06 | 0.00 | -0.04 | -0.04 | -0.08 | -0.04 | -0.07 | -0.05 | -0.11 | -0.18 | -0.20 | -0.18 | -0.17

WIN -0.01 |-0.14 | 0.13 | 0.00 | 0.01 | -0.03 | -0.02 | -0.03 | 0.00 | -0.07 | -0.04 | -0.11 | -0.18 | -0.19 | -0.17 | -0.15

ZAN1 |-0.05| 0.07 |-0.13] 0.05 | 0.01 | -0.03 | -0.05 | -0.11 | -0.07 | -0.08 | -0.05 | -0.12 | -0.19 | -0.21 | -0.19 | -0.18

ZAN2 |-0.05] 0.02 |-0.11 | 0.02 | 0.01 | -0.03 | -0.04 | -0.12 | -0.08 | -0.08 | -0.06 | -0.12 | -0.20 | -0.22 | -0.21 | -0.19
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10. SIGMA MODEL

Ground-motion prediction equations (GMPES) define distributions of the values of a specified
ground-motion parameter for a given combination of magnitude, distance and site response.
Since the residuals of the logarithmic values of ground-motion parameters with respect to
the median predictions from GMPEs are generally found to follow to a Gaussian distribution,
the distribution is defined by the standard deviation, sigma (o). The value of sigma is just as
important as the coefficients that define the median predictions and it can exert a very strong
influence on estimates of seismic hazard and risk. This chapter describes the development
of the complete sigma model for the V2 GMPEs, building on the calculated residuals of the
recorded motions (Section 6.5) and the variability associated with the site amplification
functions (Sections 8.3 and 9.3).

The chapter begins with an overview of all the components of ground-motion variability
applicable to the Groningen ground-motion model for surface motions and a summary of the
structure of the proposed sigma model. This is followed by descriptions of the derivations of
two additional components of the variability that are required for the Groningen ground-
motion model. The first is an estimate of the component-to-component variability for the
horizontal ground motions, which is required in order to be able to transform predictions for
the geometric mean component to the arbitrary horizontal component. This transformation is
needed for the risk calculations, in order to be consistent with the treatment of the horizontal
components of motion of the accelerograms used in the derivation of the fragility functions.
The second component is a correction to the within-event variability for larger magnitudes
due to the use of a point-source approximation that arises from adopting epicentral distance
for these equations. The final two sections define the basic elements of the variability in the
predicted motions at the reference rock horizon and the additional variability that is added at
the ground surface to account for the site response. Since the site-to-site variability is
explicitly accounted for in the surface predictions, the within-event variability in the reference
rock horizons is necessarily single-station sigma.

10.1. Elements of sigma model for surface motions

The variability in ground-motion prediction equations is generally represented by a normal
distribution of the logarithmic residuals, which can be represented by the standard deviation,
o (sigma). As was already manifest in the calculation of residuals at the NU_B horizon
(Section 6.5) there is considerable scatter observed in the data with respect to the predictions
of ground motions at the reference rock, which must be incorporated into the model. In order
to develop the model for the variability associated with the predictions of the spectral
accelerations at the ground surface, it is helpful to explore in a little detail the nature of this
variability and its different components.

Residuals of ground-motion parameters are calculated as the logarithm of the recorded value
minus the logarithm of the predicted median value, which can also be interpreted as the
logarithm of the ratio of the observed to the predicted motion. A positive residual therefore
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means that the median GMPE is under-estimating the observed amplitude of motion and a
negative residual means that the motions are being over-predicted. The large scatter
invariably observed in the residuals of ground motions is generally attributed to the fact that
the GMPEs are very simple models to represent complex physical phenomena: even the
most complex models in current use contain no parameters to model the influence of the
heterogeneity of the fault rupture process in space and time, for example. Consequently,
there is scatter in the residuals due to the effect of factors that are not included in the model;
if this interpretation is valid then it might be more appropriate to refer to ‘apparent
randomness’. Some have argued that there may also be a genuinely random component of
the ground-motion field generated by an earthquake, which could therefore never be
removed regardless of the complexity of the predictive equations. The two arguments are, of
course, not mutually exclusive and could both explain the origin of different parts of the
variability.

Regardless of the exact nature of the variability, improvements in ground-motion modelling
over the least two to three decades, in terms of expanded databases, greater numbers of
explanatory variables and more sophisticated functional forms, have not led to any major
reduction in the aleatory variability associated with ground-motion predictions (Strasser et
al., 2009). Several studies have confirmed that the residuals are generally very well
represented by a log-normal distribution, so for GMPEs predicting logarithmic values of
spectral acceleration, the distribution of the residuals can be fully represented by the
standard normal distribution with mean of zero and a standard deviation of sigma (o). For a
given suite of predictor variables, any ground-motion amplitude can be expressed as a
combination of the median value and a normalised number of standard deviations,
represented by epsilon (¢).

For the classification of residuals, we follow the notation of Al Atik et al. (2010). Total
residuals (4.s) are defined as the difference between recorded ground motions and the
values predicted by a GMPE (in natural log units). Total residuals are separated into a
between-event term (6B,) and a within event term (§W,):

Aos = 8B, + SW, (10.1)

where the subscripts denote an observation for event e at station s (Figure 10.1). The
between-event and the within-event residuals have standard deviations 7 and ¢,
respectively, and are assumed to be uncorrelated. Therefore, the total standard deviation is
given by:

o =+7°+¢° (10.2)

If we assume that the variability is primarily due to the influence of factors that are either not
included in the GMPE or else are crudely represented by the parameters in the equation,
then the between-event variability may be assumed to be due to factors such as a stress
drop as well as details of the rupture propagation (and in the case of Groningen, the
mechanism of rupture), although it has been found that stress drop variability is much larger
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than inter-event variability (Cotton et al., 2013). The within-event variability may be influenced
by azimuthal variations, crustal heterogeneities, the deeper geological structure at the
recording stations, and details of the near-surface velocity profiles not captured by Vsso.
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Figure 10.1. lllustration of the concepts of between-event and within-event residuals. The
black curve represents the median predictions for an earthquake of magnitude M, whereas
the blue and red dashed curves represent the median curves corresponding to two specific

events of the same magnitude (Al Atik et al., 2010)

The within-event (or intra-event) residuals, which effectively represent the spatial variability
of the ground motions, can in turn be separated into:

SW,s = 8S2S, + SW S, (10.3)

where §S2S; represents the systematic deviation of the observed ground motion at site s
(e.g., the ‘site term’) from the median event-corrected ground motion predicted by the GMPE,
and WS, is the site- and event-corrected residual. The standard deviation of the §S2S, and
WS, terms are denoted by ¢s,s and ¢, respectively. Table 10.1 lists the components of
the total residual, their respective standard deviations, and the terminology used for each
standard deviation component.
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Table 10.1. Terminology used for residual components and their standard deviations. SD(-) denotes
the standard deviation operator

Residual Residual Standard Deviation Definition of standard
Component Notation component deviation component
Total residual A Total or ergodic standard Oergodic = SD(Des)

deviation

Event term 6B, Between-event (or inter- 7 =SD(6B,)

event) standard deviation
(tau)
Event-corrected W, Within-event (or intra-event) ¢ = SD(6W,,)
residual standard deviation (phi)

Site term 6S2S; Site-to-site variability ¢s2s = SD(552S,)

Site- and event- OW Ses Event-corrected single-station ¢ = SD(EWS,)
corrected residual standard deviation (single-
station phi)

The recognition of a repeatable site term—which is not random—-being part of the model for
the aleatory variability in the predictions challenges the ergodic assumption that is implicit in
the derivation of empirical GMPESs. In applying a GMPE to the assessment of seismic hazard
at a specific location, the interest is in the variation of motions at this site due to different
earthquakes that could occur over time. Since it is rare to have recordings from the location
under study, and even in the few cases where such recordings exist they will cover at most
a few decades, PSHA generally invokes what is referred to as the ergodic assumption
(Anderson & Brune, 1999). The ergodic assumption essentially states that variability over
space can be used as a substitute for variation of time, and it is invoked in practice since the
sigma values calculated from regression analyses to develop GMPEs represent the
variability across many different sites (and sometimes many regions). Where there are
multiple recordings from individual sites, they display lower variability than indicated by the
sigma values of GMPEs (e.g., Atkinson, 2006), the reason being that there are components
of the behaviour at an individual site that are repeated in all cases and therefore do not
contribute to variability. The effect is even more pronounced when there are multiple
recordings from a single site of earthquakes associated with a single seismogenic source
because in that case there are repeatable effects of both the path and the site.

If the repeatable contributions to the seismic motion at the site of interest can be modelled
through an appropriate adjustment to the median predictions, then the sigma value can be
reduced—to a value referred to as ‘single-station sigma’ (Atkinson, 2006)—by an amount
that reflects the variability of the site term. The ergodic assumption effectively folds the
epistemic uncertainty regarding individual site terms into the sigma value of the GMPE,
representing it as aleatory variability:

Oergodic = \/Tz + @& + ¢§ZS (10.4)
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If the site term is modelled explicitly and therefore the site-to-site component of the ground-
motion variability is accounted for in the implementation of the GMPE into hazard
calculations, a partially non-ergodic approach (also called a single-station sigma approach)
may be invoked with a reduced variability. In this case, the standard deviation is known as
the single-station standard deviation (Figure 10.2) and is given by:

Oss =+/T% + % (10.5)
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Figure 10.2. Schematic representation of the breakdown of residuals leading to the single-station
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As is clear from the discussions of the non-linear site amplification factors and their
associated variability in Section 8.3, and the zonation of the Groningen field with regard to
site amplification effects presented in Chapter 9, the site-to-site variability in the estimation
of surface motions in the Groningen field are being fully accounted for in the chosen
formulation for the ground-motion prediction model. Therefore, it is essential to remove the
site-to-site variability from the predictions of spectral accelerations at the reference rock
horizon, since otherwise this element of the variability would be accounted for twice in the
estimation of surface motions. This means that the within-event variability of the NU_B

motions must be based on an estimate of ¢ . In Section 10.4, the selection of the appropriate
values for this parameter is discussed, together with the accompanying estimates of the

between-event variability, 7. The specific model for ¢, is described in Section 10.5.

Before discussing these key elements of the variability in the ground-motion predictions at
the reference rock horizon and at the ground surface, two other elements of the ground-
motion variability are presented. The first is the component-to-component variability, required
to transform the predictions of the geometric mean of the horizontal motions to the arbitrary
component of horizontal motion, as required for the risk calculations (Section 1.3). The
component-to-component variability is discussed in Section 10.2. In Section 10.3, the
adjustment to the within-event variability required at larger magnitudes because of the use
of a point-source based distance metric is presented. The complete sigma model for the V2
GMPEs for Groningen is presented in Section 11.1 in the context of the complete ground-
motion model and the detailed guidance on its implementation.

10.2. Component-to-component variability

Consistent with the current global practice in seismic hazard modelling, the GMPEs have
been derived in terms of the geometric mean of the two horizontal components. However,
for the risk calculations, it is necessary to predict spectral accelerations corresponding to an
arbitrarily-selected horizontal component, for consistency with the way the fragility functions
have been derived (see Section 1.3). In terms of median predictions, no adjustment to the
geometric mean component is required to transform these to the arbitrary component, an
adjustment is needed to the sigma value in order to account for the component-to-component
variability that is lost in the calculation of the geometric mean of each pair of horizontal
components. The component-to-component variance is given by the following equation
(Boore, 2005b):

O = oo DTNV~ In(Y, ) (10.6)

where Y1 and Y2 are the spectral accelerations at period T from the two horizontal
components of the j" accelerogram, and N is the total number of records. Figure 10.3 shows
the calculated values of the component-to-component variance for the Groningen ground-
motion database, and also compares them with the values reported by Boore (2005b) and
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by Campbell & Bozorgnia (2007). The first observation that can be made from this figure is
that the component-to-component variability of the Groningen recordings seems to be
exceptionally large, which is not particularly surprising given that it is known the recordings
from the field show a very high degree of polarisation (see, for example, Figure 1.5). Another
important observation is the erratic nature of the calculated values of component-to-
component variability for the Groningen recordings at longer periods. The value at 2.5
seconds can be ignored since the number of usable records at this period is too small to
allow a stable estimate but it is not clear if the values at 1.5 and 2.0 seconds are also too
poorly constrained to be reliable. As the number of usable records decreases with increasing
period, the proportion of stronger motions increases and since the polarisation is observed
to be strongest for the higher-amplitude recordings (e.g., Ntinalexis et al., 2015b), this may
be the explanation for the increase in component-to-component variability observed at longer
periods.
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Figure 10.3. Component-to-component variance calculated for Groningen records and comparison
with values from Boore (2005b) and from Campbell & Bozorgnia (2007)

Values for the component-to-component variability are required at all 16 target periods from
0.01 to 5.0 seconds. In view of the relatively constant values reported by Campbell &
Bozorgnia (2007) at longer periods, we take the possibly conservative decision to apply the
variability calculated for spectral accelerations at 1.5 seconds at all longer periods. The final

values of O,c are reported in Table 10.2.
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Table 10.2. Component-to-component variability for Groningen motions

Period (seconds) Ocac
0.01 0.267
0.1 0.240
0.2 0.277
0.3 0.321
0.4 0.293
0.5 0.309
0.6 0.303
0.7 0.319
0.85 0.331

1 0.342
1.5 0.416
2 0.416
2.5 0.416
3 0.416
4 0.416
5 0.416

10.3. Sigma corrections for point-source approximation

As explained in Section 2.1, the V2 GMPEs have been formulated in terms of epicentral
distance, Repi, following demonstration that while this brings very significant computational
advantages over using a fault-based metric, such as Rss—which requires each earthquake
scenario to be modelled as an extended fault rupture in the hazard and risk calculations—it
results in mild over-estimation of both of the relevant risk metrics. The use of the Repi in
combination with point-source (hypocentre) representations of the earthquake scenarios is
internally consistent (e.g., Bommer & Akkar, 2012) and, in light of the sensitivity analyses for
risk calculations, defensible. However, it is acknowledged that the point-source
approximation will lead to underestimation of the ground-motion variability for larger
earthquakes having fault ruptures of several kilometres length, and an adjustment to the
variability must be made to compensate for this feature.

The approach for developing such an adjustment was presented as part of the V1 GMPE
(Bommer et al., 2015a,b) and the same approach is adopted herein. The calculation of the
additional element of spatial variability arising from the geometry of the extended fault
ruptures is inferred using the median predictions from the GMPEs of Akkar et al. (2014a)
using Repi and Rug, fault dimensions inferred from the relationships of Wells & Coppersmith
(1994), and dense networks of virtual receivers. While the applicability of the Wells &
Coppersmith (1994) scaling relationships to shallow-focus induced earthquakes is not
confirmed, there is no evidence at this time to suggest that any other available relationship
(e.g., Clark et al., 2014; Leonard, 2014, Stafford, 2014) would be more apt for this application.
Since this penalty is related to the geometry of the source and the spatial variation of ground
motions, it is effectively a correction to the intra-event variability and is designated 5¢; the

penalty is applied, by summing variances, to the intra-event variability inferred from the small-

magnitude Groningen data, ¢SM , hence EQ.(10.2) becomes:
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o =72 + (2, + 64°) (10.7)
The derivation of the sigma penalty is fully explained in Appendix Il of the V1 GMPE report

(Bommer et al., 2015a), and is summarised here for completeness. The magnitude- and
distance-dependent adjustment to the intra-event variability is defined as follows:

op = SF.@ M >4 and R,;>0 (10.8a)

0z
5¢=0 M <4 or R,=0 